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Abstract. We address a Timoshenko system with memory in the history context and thermoelasticity of type III for heat
conduction. Our main goal is to prove its uniform (exponential) stability by illustrating carefully the sensitivity of the heat and
history couplings on the Timoshenko system. This investigation contrasts previous insights on the subject and promotes a new
perspective with respect to the stability of the thermo-viscoelastic problem carried out, by combining the whole strength of

history and thermal effects.
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1. Introduction

In the present article, our main goal is to study the uniform stability of the following Timoshenko

beam model with thermoelasticity of type III and memory with history
P19 — k(@x +¥)x + 060, =0 in (0,1) x (0, 00),

P2V — BYax + k(o + ) — /O g Nex(s)ds —o6, =0 1in (0,1) x (0, 00),

p39tt - Sexx - yexxt + 0(§0x + 1p)t =0 in (O’ l) X (09 OO),
N+, — ¥ =0 in(0,1) x (0, 00)*,

subject to initial conditions

(wa (2D l/f’ I/Ita 0, gt)(xa O) = ((p()? @1, w()a ‘//1’ 90’ 91)(~x)a X € (Ov l)v
n(x,0,5) =nolx,s), nx,1,00=0, xe€(0,0),s>0,12>0,

(1.1)
(1.2)

(1.3)
(1.4)

(1.5)
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and either boundary conditions the full Dirichlet case

90,0 =, ) =¥ 0,0) =y, 1) =00, =0(1=0, =0,

(1.6a)
n©,t,s) =nd,t,5)=0, t>0,5s>0,
or the mixed Neumann—Dirichlet one
0 (0,8) = (1, 1) =¥ (0,8) =¥, 1) =000,1) =0(,1)) =0, =0, (L6b)

n,t,s) =n,t,s) =0, t>0,5s>0,

where p1, 02, 03, k,b,8,y,0,and B := b — fooo g(s) ds are positive constants whose physical meanings
are very well described, the unknown functions ¢ = ¢(x,t), ¥ = ¥(x,1),0 =0(x,t),and n = (x, ¢, s)
are, respectively, related to the transversal displacement, the rotation angle, the temperature, and the
relative displacement history of a beam with length / > 0. The physical details around problem (1.1)—
(1.6a)—(1.6b) will be clarified in Section 2.

In order to prove the uniform stabilization of (1.1)—(1.6a)—(1.6b), we consider the standard exponential
assumption on the memory kernel g as follows.

Assumption 1.1. Let us suppose that g € C'(0, oo) N L'(0, co) satisfies
[o/0]
0<g0) <00, 0< / g(s)ds <b, and 0 <kig(s) < —g'(s), s €(0,00), (L.7)
0

for some k; > 0.

Under Assumption 1.1, we shall prove that model (1.1)—(1.6a)—(1.6b) is always exponentially stable,
independently of any relationship among the coefficients and the boundary conditions ((1.6a) or (1.6b))
taken into account (Theorem 3.2). This fact seems to be, somehow, a surprising result with respect to
the possible roles of history and heat conduction in type III thermoelasticity since it strongly contrasts
earlier expectations on the stability of the PDE system (1.1)—(1.4). Indeed, as stated without proof in [36,
Section 7] an initial-boundary value problem related to (1.1)—(1.6a)—(1.6b) is not exponentially stable in
general. The authors claimed that the stability finally depends upon the equal speeds of wave propagation

k_»b (1.8)

by suggesting that the model has an optimal polynomial decay rate when (1.8) does not hold. More
precise details on this statement will be clarified in Remark 3.12 right after the proofs of our main
result (Theorem 3.2). Therefore, by means of our main result, a new perspective of stability to (1.1)-
(1.6a)—(1.6b) is provided. Surprisingly or not, we advance that the memory and temperature components
produce enough dissipation in order to stabilize the whole system. In other words, one can say that
problem (1.1)—(1.6a)—(1.6b) is, indeed, fully damped. This fact will be physically clearer at the end of
Section 2 and will be mathematically proved in Section 3. Under these statements, a simple question so
arises.

Q1. Why does our result contrast the statement given in Section 7 of [36]?
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The main reason is behind the thermal and viscoelastic couplings on the canonical Timoshenko sys-
tem. In order to give a deeper response to this question, let us consider another close Timoshenko system
(but not the same) with thermoelasticity of type III and memory with history

Iolwtt - k(("x + l)[/)X = 0 in (07 l) X (0’ OO), (19)

PV — B + k(o + ) — / g()Nux(s)ds + 06, =0 1in (0,1) x (0, 00), (1.10)
0

0301 — 80y — YO + 0¥, =0 in (0,1) x (0, 00), (L.11)

m+ns— ¥ =0 in(0,1) x (0, 00)% (1.12)

System (1.9)—(1.12) was addressed in [30] with proper initial-boundary conditions, see (2.1)-(2.4)
therein. Summarizing, for exponential kernels g as in (1.7), the authors prove: (i) under the assumption
(1.8), the energy goes to zero exponentially when ¢ goes to infinity (cf. [30, Thm. 2.1]); (ii) Otherwise,
if (1.8) does not hold, then the energy is only semi-uniformly stable with polynomial decay-type only
for regular initial data (cf. [30, Thm. 3.1]). A complete characterization of the stability for (1.9)—(1.12)
would be provided if the authors showed lack of exponential stability in case (1.8) fails, although the
authors do not consider this part. In conclusion, problem (1.9)—(1.12) is only partially dissipative, unlike
(1.1)—(1.4). Why?

As a matter of fact, instead of answering the previous question Q1, the aforementioned statements
drive us to another intriguing one, as contextualized below. Formally speaking, both problems (1.1)—(1.4)
and (1.9)—(1.12) have the same couple of variables, the same number of equations, the same guantity
of damping terms, the same energy, and also the same energy derivative which can be achieved with
standard computations. Thus, one can ask:

Q2. Why is problem (1.1)—(1.4) fully damped while (1.9)—(1.12) is partially dissipative?

In order to give the precise answers to Q1 and Q2, we must go back to the governing equations for
Timoshenko beams along with thermo-(visco-)elastic constitutive laws on the forces of the system. The
latter are given by the bending moment and the shear force. Proceeding in this way, we can provide
an explicit formulation for both problems by showing that the first one is obtained with thermal and
viscoelastic couplings on different forces of the system whereas the second one is reached by considering
history and heat couplings on the same force. The full description of the latter statement is presented in
Section 2 and answers question Q2, at least physically. To this end, we follow the modeling provided in
[2,3]. Additionally, the mathematical (and technical) answers to questions Q1-Q2 concerning problem
(1.1)—(1.4) are fully provided in Section 3. To this purpose, we employ a refined resolvent analysis in
combination with auxiliary results given in Appendix A and well-known results in linear semigroup
theory.

To sum up briefly, our contributions in the present paper are:

e to bring new perspectives in what concerns the role of memory with history and heat conduction in
type III thermoelasticity for Timoshenko-type systems;

e to provide the correct uniform stability result with respect to problem (1.1)—(1.4) subject to initial-
boundary conditions (1.5)—(1.6a)—(1.6b).
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2. Rise of the model with history and thermal effects

Let us initially consider the governing equations for Timoshenko beams (cf. [39,40]):

. 2.1)
Yy — My +S=0 in(0,]) x (0, 00),

{pupn ~ 8, =0 in (0,7) x (0, o),
where p;, p > 0 are physically well-known constants, ¢ = ¢(x,?), ¥ = ¥(x,t), S = S(x, ), and
M = S(x,t) stand for the transversal displacement, rotation angle, shear force, and bending moment,
respectively. In the classical elastic case, the following constitutive laws are in place

[S = k(gx + V), 02

M = wa’

where k, b > 0 are again well-known constants coming from physical concerns. Therefore, replacing
(2.2) in (2.1) we obtain the classical conservative model in differential equations for vibrations of thin
beams as originated in Timoshenko’s works.

Now, on the one hand, for materials containing hereditary (history) properties, the Boltzmann theory
for aging materials states the stress depends not only on the instantaneous strain but also on the strain
history. Under this premise, and following classical Timoshenko’s assumptions on a beam filament of
length [ > O, it is rigorously deducted in [3, Section 2] the following viscoelastic constitutive laws

S=kpe + V) — fo ()@ + V)t = 5)ds, 2.3)
M = by — [;7 g($)¥(t — 5)ds, ‘
where u, g are non-negative relaxation functions, so-called memory kernels. The difference here, when
compared to [3], relies on the fact that we are considering the constitutive laws (2.3) in the history
framework, whereas in [3, Section 2] the analysis is done with null history (see equations (2.7)—(2.8)
therein). Some authors also say finite memory to design memory without history. Hence, with identities
(2.3) in hand, one can obtain at least three different viscoelastic Timoshenko systems, depending on
where we consider the viscoelastic couplings (2.3) in (2.1), namely, on the shear force only (cf. [3] with
respect to null history) and then a partially damped system emerges; or just on the bending moment
(see [6,31] for both treatments with or without history) still yielding a partially damped system; or else
viscoelastic coupling on both the shear and bending forces by producing a fully damped system (we
refer to [20] for a slightly modified problem with history).

On the other hand, when the beam model is subject to unknown temperature distribution, then the
principles in thermoelasticity state the stress depends not only on the elastic strain but also on the
thermal strain. By following up this setting, and still assuming the Timoshenko hypotheses for thin
beams, one can find in [2, Section 2] a precise justification of the following thermoelastic constitutive
laws

S=klpx+v¥)—ov,

M — by oo, (2.4)
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where o, ¢ > 0 are coefficients related to the thermal expansion, and v = v(x, t), ¥ = ¥ (x, t) are tem-
perature components standing for temperature deviations from a reference state along the longitudinal
and vertical directions. Therefore, in possession of the thermal identities in (2.4), we can also set at least
three distinct thermoelastic Timoshenko systems depending now where we regard the thermal couplings
(2.4) in (2.1). For instance, with thermal coupling only on the bending moment, a partially damped sys-
tem arises (cf. [32] where Fourier’s law is taken into account); under the thermal component solely on
the shear force we still obtain a partially damped system (as proposed in [1] again under Fourier’s law);
and last by invoking the thermal coupling on both the bending moment and the shear force we arrive at a
fully damped thermoelastic Timoshenko system (as studied in [2]). All these possibilities are illustrated
in [2, Section 2], as well as the existing literature dealing with other thermal laws for the heat flux of
conduction is provided therein (e.g. Gurtin-Pipkin, Maxwell-Cattaneo, Coleman-Gurtin, type III).
Under the above statements, one sees that the stability of (2.1) ultimately depends upon damping’s
feedback provided by the viscoelastic coupling (2.3) or the thermoelastic coupling (2.4) on both (or
not) forces of the system. We refer, for instance, the stability results in [1-6,9,11,20,31,32,36,37] just
to name few. Additionally, by laying down possible hybrid dissipative models generated by (2.3) and
(2.4) simultaneously, that is, models featured by mixed damping feedback in thermo-(visco-)elasticity,
then new perspectives pop up in what concerns the stability of Timoshenko systems with temperature
and memory terms, as one can see, for example, in [7,13,15,16,24,28,29,36,38]. In this way, among all
possibilities, we are going to take into account the following two ones thermo-(visco-)elastic laws:

S = k(py —ov,
I. Bending and Shear Coupling: (ox + ‘ﬁ?}o oy (2.5)
M =by, — fo ()Y (t —s)ds,
or
S - k X ’
IT. Bending Coupling Only: (o + W)oo (2.6)
M =by, — [, g()Yx(t —s)ds —ov.
In what follows, let us first work with (2.5), and then we check what happens to (2.6).
Case I. Replacing (2.5)in (2.1) we arrive at
P1® — k(px + ¥)x +ouy =0 in (0,1) x (0, 00), 27

P2V = b + [37 () Wax(t = $) ds + k(pe +¥) —ov =0 in(0,1) x (0, 00).

Concerning the temperature deviation, we must provide an equation for the heat flux of conduction.
Since the coupling for this variable is given on the shear force (2.5);, then relying on the facts presented
in [2, Section 2] we can derived the following motion equation

p3v;r = —qx — o (¢ + ), in (0, 1) x (0, 00), (2.8)

where p3 > 0 is a constant related to the heat capacity and ¢ = ¢(x, t) stands for the heat flux. The
Fourier and Maxwell-Cattaneo laws for the heat flux are considered in the recent paper [24]. Here, we
follow the Green and Naghdi theory, cf. [21,22], to consider the so-called type 11l thermoelasticity for
the heat flux of conduction, namely,

q = —0px —ypx With p, = v, (2.9)
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where &, ¥ > 0 are constants related to the thermal conductivity, and p stands for the thermal displace-
ment whose time derivative is empirically the temperature as in (2.9). Combining (2.8) and (2.9) and
plugging the resulting expression into (2.7), we obtain the following type III thermoelastic Timoshenko
system with long memory (history)

P1@ — k(@x +¥)x +ov, =0 1n (0,7) x (0, 00),
P2V — bYrx + [3° g()WYax(t —s)ds + k(o + ) —ov =0 in(0,1) x (0, 00), (2.10)
P3V — vax — YUyt T+ G(Qox + W)tt =0 in (Oa l) X (O’ OO)

For the sake of completeness, we consider (2.10) with initial conditions

@(x,0) = po(x), @ (x,0) = @1(x),
Y(x,s) = vYo(x,s), Y (x,0) = 0¥ (x, 1) |—0 := Y1 (x), s <0, (2.11)
v(x,0) = vy (x), vi(x,0) =vi(x), xe€(0,D),

and either boundary conditions

ex,t) =v(x,t) =0 forx=0,[;t >0, (2.122)
Yx,t) =0 forx =0,1;t € R, '

or
or(x,t) =v(x,t) =0 forx=0,[;¢t >0, (2.12b)
Y(x,1) =0 forx =0,1;t € R. ’

Remark 2.1. As one can see from the above construction up to achieve (2.10), the thermoelastic damp-
ing feedback comes from the coupling on the shear force, whereas the viscoelastic dissipative mechanism
is hidden by the memory component coupled on the bending moment, as conducted by (2.5). It means
that we will be able to extract the strength of both dissipations when dealing with the stability of the
solution to (2.10). In conclusion, we have a fully damped system not only from the physical point of
view but also from the mathematical one, as will be also proved in Section 3.

In what follows, we introduce two new variables in order to see problem (2.10)—(2.12a)—(2.12b) in a
dissipative and autonomous scenario, namely, as given in (1.1)—(1.6a)—(1.6b).

Auxiliary temperature variable. By following a similar idea as introduced in [41, Section 1] (see also
[14,36]) we set the new variable concerning the temperature distribution

O(x,1t) :=/ v(x,s)ds + éz(x), (2.13)
0

where z € H{ (0, 1) is the solution of the Cauchy problem

[Zxx = p3U] — YUz + 0 (@1 + Y1), x€(0,0D), (2.14)

z(x) =0, x=0,1.
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Note that we can formally write down (2.10)5 as

! 1
_8{/ Uxx(', S) ds + g[pSUI — Y Vo,xx + U(@l,x + 1/&)]} + P3Vr — Y Uxx +G(¢x + W)t = O,
0

and from (2.13)—(2.14) the latter turns into
P36 — 86y — YOxxr + 0 (9x + ), = 0. (2.15)

Relative displacement history. Now, as introduced by Dafermos [10] (see also [19, Section 2]) we
consider the relative displacement history with respect to the angle rotation

n=n,t,s)=vx,t)—yYkx,t—s), xe€@0D,t>0,5s>0. (2.16)

Thus, through (2.16) the equation (2.10), can be rewritten as

prs — (b _ /0 g(s)ds)wxx _ /0 g (s)ds + k(gs +9) — o0 = 0. 2.17)

From (2.17) one sees that a supplementary equation with respect to 7 is necessary to draw up the whole
problem. To this purpose, we use again (2.16) and initial-boundary conditions (2.11)—(2.12a)—(2.12b)
with respect to ¥ to derive formally the next identities

N +ns =Yy in (0,1) x (0, c0) x (0, 00),
n(x,t,s) =0 forx =0,1;t >0,5s >0, (2.18)
n(x,t,0) :=limg_on(x,t,5) =0 forx € (0,1),¢t >0, ’

n(x,0,s) = Yo(x) — Yolx, —s) :=nox,s) forx € (0,1),s > 0.

Therefore, using (2.13)—(2.18), and denoting 8 := b— fooo g(s)ds > 0, we canrewrite (2.10)—(2.12a)—
(2.12b) as the following equivalent IBVP

P1¢n — k(px + ¥)x 4+ 06, =0 in (0,7) x (0, 00),
P2Vt — B — fooo 8($)nux(s) ds
+k(pr +¥)—06, =0 in (0, ) x (0, 00),
0361 — 805y — Ybixt +0(x +¥) =0 in (0, 7) x (0, 00),
n+n—v:=0 in (0,7) x (0, 00) x (0, 00), (2.19)
(@, @0, ¥, ¥, 0, 0)(-, 0) = (o, @1, Yo, Y1, 600, 00)()  1n (0, 1),
n(-,0,8) =no(-, ), nC,t,00=0 in (0,1),s >0, >0,
p=¢%v=0=nC,-,s)=0 or
or=Y=0=n(,,5)=0 on {0, 1} x [0, 00), s > 0,

where the relationship between (6y, 6;) and (v, vy) is assumed as follows

O =vo and p3v; =86y cx + YO xx — O (@1x + V1)
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Finally, we observe that (2.19) corresponds precisely to problem (1.1)—(1.6a)—(1.6b), which is the
main object of study in this article.
Case II. Inthis case, we replace (2.6) in (2.1) to obtain

P1¢ — k(px +¥), =0 in (0,1) x (0, 00),

s . (2.20)
o2V — b + [y 8()Yax(t —5)ds + k(o +¢) +ov, =0 in (0,1) x (0, 00).
With respect to the heat flux equation, instead of (2.8) we have now (cf. [2, Section 2])
P3Vr = —qx — oYy, 10 (0, 1) x (0, 00). (2.21)

Combining (2.21) with (2.9) and substituting the resulting expression in (2.20), we obtain the other
type III thermoelastic Timoshenko system with history

P19 — k(px +¥)x =0 in (0, 1) x (0, 00),
P2 — bx + [3° 8()Wna (t — $)ds + k(@x +¥) +0ov, =0 in (0,1) x (0, 00), (2.22)
P3V — vax — YUyt + watt =0 in (Oa l) X (Oa OO)

We note that system (2.22) is precisely the one studied in [30], see problem (1.8) therein.
Last, proceeding similarly (with minor modifications) as in (2.13)—(2.18), one can formally convert
(2.22) into the following autonomous equivalent system

P1¢ — k(@x +¥), =0 in (0, 7) x (0, 00),
P21 — BYx — [o° 8(5)Nax(s) ds
+k(py +¥)+06, =0 in (0,1) x (0, 00), (2.23)
0301 — 80y — VOt + 0¥y =0 in(0,1) x (0, 00),
n+n—v, =0 in (0,/7) x (0, co0) x (0, 00),

with proper initial-boundary conditions, which corresponds exactly to problem (1.9)—(1.12).

Remark 2.2. It is worth mentioning that the above construction to reach (2.22), and consequently (2.23),
reveals us that the thermal and viscoelastic couplings are both given on the bending moment, here con-
ducted by (2.6). It means that we can no longer expect a fully dissipative mechanism. On the contrary,
both thermal and viscoelastic damping terms now propagate to the bending moment, and only to the
shear force by means of the equal wave speeds assumption (1.8), as already aforementioned in the re-
sults of [30]. In conclusion, (2.23) represents a partially damped system which is very different, from
the stability point of view, when compared to the fully damped problem (2.19), although close to it in
terms of variables and other stuff. The coming mathematical results certify these formal statements that
have been physically built.

3. Main result on stability

In this section, our main goal is to prove the exponential stability of solutions to problem (1.1)—(1.6a)—
(1.6b). Before doing so, let us first introduce the semigroup setting that will be useful hereafter.
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3.1. Semigroup solution

For each boundary condition in (1.6a)—(1.6b), we need to take different phase spaces. Here, we con-
sider

Hy = Hy(0,1) x L*(0,1) x H)(0,1) x L*(0,1) x Hy(0,1) x L*(0,1) x M for (1.6a),
and
Hy = H!(0,1) x L*(0,1) x H}(0,1) x L*(0,1) x Hy(0,1) x L*(0,1) x M for (1.6b),

where H!(0,1) = H'(0,1) N L2(0, 1), L2(0,1) = {u € L*(0, ]); ;fol u(x)dx = 0} and
oo
M= {n : (0, 00) = H, (0, l);/o g(s)Hn(s)Hi{(}(oJ) ds < oo}.
It is well-known that H ;, for each j = 1, 2, is a Hilbert space endowed with norm
I
||U||§{j = /0 [m|<1>|2 + 02|V P + 031Oc | + BlY* + klgx + ¥ + 816,17

+/ g(s)|nx<s>|2ds] dx,
0

forU = (¢, @, ¢, ¥, 0,0, n) € Hj;, and respective scalar product (-, -)3;.
Under the above notation and setting ® := ¢,, ¥ :=,, ® := 6,, we can convert the particular system
(1.1)—(1.6a)—(1.6b) into the following abstract problem

U(O) = ((pO, @1, WO’ wlv 907 91’ 770) = UOv '
where A; : D(A;) C H; — H,; is defined by
P
k el
E(@x =+ w)x - E®x
v
AU = | 5 (BY + [5 g(6n(s)ds)er — 50 + ) + 2O | (3.2)
(C)
1 el
p_3(59 + V®)xx - pj(q>x + lII)
v — s

forany U = (¢, , ¥, ¥, 6,0, n) € D(A;), with domain

D(A)) = {U € Hy|P, ¥, ® € Hy(0,1), n, € M, n(0) =0,

®,80 +yO, By +f g(s)n(s)ds € H*(0, 1)} for (1.6a)
0
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and

D(Ay) = {U € Ha|® € H!(0,1), ¢, ¥, ® € Hy(0,1), n, € M, 3(0) =0,

0,80 +y0, By + /Oog(s)n(s)ds e H*(0, 1)} for (1.6b).
0

Under the above construction, it is easy to verify that 0 € p(A;), j = 1,2, and also A; is dissipative
on H; with

I
Re(AU, U)y, = —y / 1O, | dx
0

1 00 1 5 '
+ 5/ g’(s)/ [n:(s)| dxds, YU e D(A)),j=12. (3.3)
0 0

To perform integration by parts in the last term of (3.3), we proceed analogously to [19], see pages
162-163 therein.

Therefore, relying on Pazy’s book [34], we have that A4; is the infinitesimal generator of a Cy-
semigroup of contractions 7' () = /' on H j» and existence and uniqueness result reads as follows.

Theorem 3.1. Under the above notations and Assumption 1.1 we have for j = 1, 2:

(1) If Uy € Hj, then problem (3.1) has a unique mild solution U € C([0, 00), H;) given by
U(t)=eY'Uy, t>0.
(ii) IfUy € D(A)), then problem (3.1) has a unique regular solution
U € C°([0, 00), D(A;)) N C'([0, 00), H;).
(iii) IfUy € D(A;"), n > 2 integer, then the solution is more regular
U e[ )C"(10.00), D(AY)).
v=0
3.2. Exponential stability
Our main result in this section is given below.

Theorem 3.2 (Exponential Stability). Under the above notations and Assumption 1.1, there exist con-
stants M, m > 0 independent of Uy € H; such that the semigroup solution U(t) = ei'Uy decays
as

U], < Me™™1Uollgy,. 1 >0.j=1.2.

In other words, the thermo-viscoelastic system (1.1)—(1.6a)—(1.6b) is exponentially stable.
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The proof of Theorem 3.2 is based on the well-known characterization of exponential stability for
Cy-semigroups of contractions, cf. [17,23,35]. See also [27, Thm. 1.3.2]. Accordingly, we need to proof
the following properties:

iR C p(A;) and limsup|(irl, — Aj)—luﬁmi) <00, j=1,2, (3.4)

|A]— 00

where A; is defined in (3.2).

3.2.1. Resolvent set

Let us assume by contradiction that iR ¢ p(A;), j = 1, 2. Appealing to Proposition A.3, there exist
a constant w € (0, ¢], £ = ||(_Aj)_1”[_:(erj), a sequence &, € R, with §, — w and |§,| < w, and a
sequence of vector functions

U, = (§0n, D, wnv V,, 0., ©,, nn) € D(Aj) with ”Un”'H/ =1, (35)
such that
i6,Uy — AU, — 0 inH;, j=1,2. (3.6)

Using the expression for 4; given in (3.2), then (3.6) can be rewritten in terms of its components as
follows

i&op — 0, > 0 in Hol(O, DorH! (0, 1),
iénpl (Dn - k(¢n,x + 1pn)x + U®n,x -0 in L2(07 l)OI‘Li(O, l),
(&Y — Wy = 0 in H} (0, 1),
igan\IJn + k(gpn,x + 11b'n) (3 7)
— (BYu + Jo 8()INa(s)ds)ys =0©, — 0 in L*(0,D), ‘
i&,6, — 0, =0 in H; (0, 1),
i£,030, — (86, + Y Op)x +0(Ppx +W,) = 0 in L*(0,1),
ignﬁn"*“nn,s -¥,—0 in M.
Now, our purpose is to prove that
103, — 0, j=1.2, (3.8)

which provides the desired contradiction with (3.5) and, therefore, the proof of iR C p(A;), j = 1,2,
is complete.

In what follows, the proof of (3.8) will be done through some lemmas, where due to the nature of
the boundary conditions (1.6a) and (1.6b) we first conclude it for U, € D(A,), j = 2, and then for
U,e D(A), j=1.

Lemma 3.3. Under the assumptions of Theorem 3.2 and the above notations, let U, be the sequence
satisfying (3.6). Then,

1. ®,,6, > 0in Hol(O, 1), asn — oo;
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2. fooo [_g/(s)]”nn,x(s)”iz ds — 0, as n — 00;
3.1, —>0in M, asn — oc.

Proof. From (3.3) and (3.6) we promptly get

1 [
y||®nx||iz + 5/ [—g/(S)] || nn,x(s)”iz ds = Re(i§,U, — -Aj Uy, Un)"Hj — 0.
0

From this, (3.7)5 and condition (1.7), the three statements of Lemma 3.3 are fulfilled. [

Under the limits of Lemma 3.3, the convergences of (3.7) can be reduced into the next ones

i&op — P, > 0 in HO1 0, or H*I(O, D), (3.9a)

i€,009, — k(@p. + ¥, — 0 in L*(0,1) or L2(0,1), (3.9b)

i€V, — W, — 0 in Hy(0,1), (3.9¢)

1&,02Ws + k(@ x + V) — (ﬂwn +/ g(s)nn(s)ds) — 0 in L*0,1), (3.9d)
O XX

1&nn + Mn,s — v, - 0 in M. (3.9¢)

Lemma 3.4. Under the assumptions of Theorem 3.2 and the above notations, let U, be the sequence
satisfying (3.6). Then,

U, ¥, — 0 in Hy(0,1). (3.10)
Proof. Firstly, from (3.9c) we see that

i& (Wner Wn) 2 — | Waxll7 = 0. (3.11)
Using Cauchy—Schwarz and Young’s inequalities, we get

W72 < 2i& Wnes W) 12 = Wl 72| + &1 Wnx ]l (3.12)

Thus, from (3.11)~(3.12), since &, is bounded and ||, [|7, < %HU,, ||§{j_, we obtain that (|| W, || .2)nen
is bounded.
On the other hand, since n,, € M, we have gllnx(-)lli2 € L'((0, 00)) and also (see again [19])

lim g(@)|n...@)];. =0. (3.13)

We can see that s +— éllln € M happens for any n € N. Now, taking the multiplier é g(s)W¥, in
(3.9¢) and integrating on (0, /) x (0, co), we have

. v, 1 1
l(nn(')a _2) + _2(r]n,s(')v \Ijn)M ——2(\1/,1, \Ijn)./\/l - O (314)
gn M gn Sf'l

=S,
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We claim that S, — 0. Indeed, let us fix n € N. Integrating S, by parts with respect to s, using
Lemma 3.3, the fact that (¥,)),,cr is bounded in HO] (0,1), (3.13), and Fubini’s Theorem, we get

1 [
|Snl = _5_,,2/0 g(S)(Un,s(S), lIJn)HOI ds

[ — >
=‘_—/ lI/n,x(g(S)nn,x(S)IS"—/ g/(S)nn,x(S)dS> dx
0

& 0

1
< _2 ”\Ijn,x ”L2
&,

/0 8 ()N x(s)ds

L2

1> e }
<?(/0 [—g’<s)]ds> </0 [—g’<s>]\|nn,x(s>\\izds> Wl 2 — O.

Thus, since g(0) < oo, (3.14) and Lemma 3.3 imply ¥,, — 0 in HOl (0, 7) and, consequently, (3.9¢c)
yields ¥, — Oin HO1 (0, 1), which proves (3.10) as desired. [

The next result still holds for both boundary conditions at the same time.

Lemma 3.5. Under the assumptions of Theorem 3.2 and the above notations, let U, be the sequence
satisfying (3.6). Then,

—pill®@ull7> + kll@n + YullZ, — 0, (3.15)

and

—(ﬂl/fn,x +/ g(S)nn,x(S)dS) “@nxlo + kll@nx + Yall;. — 0. (3.16)
0

Proof. On the one hand, taking the multipliers p1®, in (3.9a) and @, in (3.9b) and adding the resulting
expressions, we obtain

ipl%'n[(gons D)2+ (Dy, (pn)Lz] - IOIH(DHHiZ - k((q)n,x + Yn)as ¢H)L2 — 0.

Integrating by parts and taking the real part, we have
—p1l|®Pull72 + kRe(@nx + Y, @ux)r2 = 0. (3.17)

On the other hand, taking the multiplier p, ¥, in (3.9¢c) and v, in (3.9d), and adding the resulting
convergences, we get

10280 [ (Yns W) 12 + (Wos ¥) 2] — ((ﬁlﬁn +/0 g(S)nn(S)dS) Jh)
xx L?

+ k(gpn,x + Wn, wn)L2 - /OZHIIInHiz — 0.
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Performing integration by parts and using Lemmas 3.3 and 3.4, we infer

kRe(wn,x + Y, Yu)2 — 0. (3.18)

Computing (3.17) + (3.18), we arrive 22(3.15).
Now, taking the multiplier k(¢, , + v, in (3.9d), we can write

i:Bn/OZk(\pn’ ©Dn,x + ‘//n)L2 - ((,3% + / g(S)ﬂn(S) ds) , k((pn,x + wn))
0 xx L?
+ K2l @nx + Yl — 0.

Performing integration by parts, using the limits n, — 0 in M, ¥,, ¥, — 0 in HO1 (0,1) and the
boundedness of (¢, . + V¥, )nen in L2(0, 1), we get

—k<,31ﬁn,x + / 8($)Nn,x(8) dS) @nx + U + Kl @ny + Vall72
0
+ (ﬂiﬂn,x +/ g()Nn.x(8)ds, k(pn . + %)x> — 0. (3.19)
0 L2
On the other hand, taking the multiplier 8, , + fooo g(s)nu.x(s)ds in (3.9b), we see

_iPISn (ﬁwn,x + /(; g(s)nn,x(s) dsv CDn)

L2

- (ﬂvfn,x +[) g()Nux(s) ds, k((”nx + ll’n)x> — 0.

L2

Using that (]| ®,||;2)nen is bounded and || S, » +f0°° g($)n,.x(s)dsl|2 — 0, we have from the previous
limit that

—(ﬂwn,x + fo ()N, (s)ds, k(@nx + wm) — 0. (3.20)
L2

Computing (3.19) + (3.20), we obtain (3.16), which completes the proof of Lemma 3.5. [

We are finally in the position to conclude the proof of (3.8). We proceed in two cases as follows.

Proof of (3.8) for j = 2. In this case, we are dealing with boundary condition (1.6b). Thus, from (3.16)
we directly have ||, » + ¥, .2 = 0, which in turn combined with (3.15) leads to p; ||, ||i2 — 0. From
these limits and Lemmas 3.3-3.5, we conclude

U3, = 0.

Proof of (3.8) for j = 1. In this case, we are under the boundary condition (1.6a) and more computa-
tions are necessary. Initially, we observe that Lemmas 3.3-3.5 imply that (3.9a)—(3.9¢) can be rewritten
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as
i€,0, — ®, — 0 in HJ(0,1) or H'(0,1), (3.21a)
i€,01D, — k@, .x — 0 in L*(0,1) or L2(0,1), (3.21b)
kgn x — (ﬁll/n + /Ooog(s)nn(s)a’s> — 0 in L*(0,1]), (3.21¢)
Mns(s) > 0 in M. (3.21d)

Taking the multiplier (x — é)(ﬁlﬁn,x + fooo g(s)n, xds) in (3.21c), we have

i 00
(k(pn,x ()C - 5)» ﬂwn,x +f g(S)ﬂn,x(S) dS)
0 L2

o0 l o0
—([ﬁwn+ /0 g(S)nn(S)dS} (X—E),ﬂ%,x+ /O g(s)nn,x<s)ds) Lo (2
XX L2

Using, in (3.22), that ||8v,, . + f0°° g()INux(s)ds|p2 — 0and (||@y.|l12)nen is bounded, and taking
the real part in resulting convergence, we obtain

o l o0
- Re([ﬂwn +f0 g(S)nn(S)dS} (x - 5), B x +/0 g(S)nn,x(S)dS) — 0.
XX L2

Now, using % |u|> = 2Re(uu,) and performing integration by parts, we get

l e’} 2 00 2
E(Iﬂwn,xmw /O 252 (0, ) s +‘ﬁwn,xa>+ fo g(s)nn,xa,s)ds)

2

— 0.
L2

- Hﬂwnx +‘/0 g(S)Un,x(S) ds

Again, using || BV, + fooo g($)Nnx(s)ds| 2 — 0, we arrive at

B (0) + / 2()1x (0, 5)ds. Brmr (D) + f ¢ r(l, 5)ds — 0, (3.23)
0 0
On the other hand, taking the multiplier (x — %)((pn,x + ,,) in (3.21b), we infer

pllén (cbn (x - £)7 (pn,x + wn) - k((wn,x + Wn)x (X - i)v (pn,x + v/n) - 0 (324)
2 2 2 12

From convergences (3.9a) and (3.9¢), we deduce

_l‘&n(q)n,x + WH) - (q)n,x + \IJ”) — 0 1in Lz(oa l) (325)
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Taking the multiplier p;®, (x — 1) in (3.25), we obtain

[ l
_pli’i:n (q)n <X - _)7 §0n,x + wn> — 01 (cbn <x - _>7 ch,x + \Ijn) — O (326)
2 L? 2 L2
Computing (3.24) 4+ (3.26), we get
l l
k (((pn,x + Wn)x (x - _>s (pn,x + wn> +/01 <q)n (X - _), ch,x + \I/,,> — 0 (327)
2 L? 2 L2
=R,

Integrating by parts, we obtain

i
Re<d>,,(x — £) @n,x) = 1/ (x — i)ilcbnlzdx
2 L2 2 0 2 )dx
[ 1
= (|2, O] + |2, D) = 519212 (3.28)
4 2

Similarly, we get

[ 1
Re(R,) = 7 (|¢n.x(0) + Ya O + |@ur O + ¥ ) = S 1ns + Vil (3.29)

Taking the real part in (3.27) and using the identities given in (3.28)—(3.29), we obtain

[ kl
"Tl(\cbnm)lz +|®,0)) - %nobnniz + 7 (00O + YO + |onr @) + v D)

k
= S llonc+ Yull7, — 0. (3.30)

Combining (3.5) and Lemmas 3.3-3.5, we deduce

k 2 P1 2 1
Enwn,x + wn”LZ + EH(DnHLZ - 5 (331)

Computing (3.30) + (3.31), we conclude

[
E(pl\obn«»\z + 01| D0 D) + k| 900 0) + Y O)* + k| @nc (D) + ¥ D]) — 1. (3.32)

We claim that (¢, ,(0)),en and (¢, x(!))nen are bounded. Indeed, let us consider p € [0, /]. Due to
continuous embedding HO1 (0,1) C C([0,1]), we infer |, (p)| < C|| Y xllz2. Thus, from Lemma 3.4 we

have [, (0)], [¥,(I)| — 0. Further, since |@,.«(p)|* < 2|@nx(p) + Va(p)I* + 2|¥(p)|* in particular
for p = 0 or p = [, the desired follows from (3.32). Therefore, from convergences in (3.23), we obtain

(ﬂwn,x + / g(s)nn,x<s>ds)m’o ~o.
0
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Going back to (3.16) we obtain ||¢, , + 1//,,||i2 — 0 and, from Lemma 3.5, we have p; ||d>n||i2 — 0.
From this and again from Lemmas 3.3-3.5, we finally concluded

1Ua N3, — 0.

3.2.2. Resolvent’s upper bound
In order to prove the second property in (3.4), it is enough to prove that

U, = [ Gdda = ADT'F ||, < ClIF Il as A — o0, j=1.2, (3.33)

for any F € H;. Thus, given F' = (fi, f2, f3, fa, f5, fe, f7) € H;j, let us start by considering the
resolvent equation

iU—AU=F, j=1,2, (3.34)

with U = (¢, D, ¥, ¥,0,0,n) € D(A;), where we recall that A; is defined in (3.2). In addition,
equation (3.34) written in terms of its components turns into

o d (3.35)
A1 P — k(@x + ¥)x + 0O = p1 fo, (3.36)
iy =W = fi G370
iAW + k(@x + ) — B — f 8(S)nux(s)ds —o® = py fa, (3.38)
0
A0 — 0O = fs, (3.39)
iIAp3® — 80, — YO, +0 (P, + V) = p3 fs, (3.40)
g+, — W= f (3.41)

The proof of (3.33) will be done as a consequence of some lemmas provided below in combination
with the observability result, more precisely Corollary A.6. Hereafter, we simplify the notation by using
the same parameter C > 0 to denote different constants. Besides, Holder and Poincaré’s inequalities, as
well as |[A| > 1 large enough, will be used several times, possibly with no mention.

Lemma 3.6. Under the assumptions of Theorem 3.2 and the above notations, there exists a constant
C > 0 such that

/0 [—g’(S)]an(S)Hiz ds, 1O 072, Il < CINUMN I F 13, = 1,2, (3.42)

Proof. Taking the inner product of U with (3.34) in H;, and using (3.3), we have

1 o0
w@m;+iﬁ [—&' ][] ds < NU N3, 1F N, (3.43)
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from where it follows the first two estimates in (3.42). Also, from (1.7) and (3.43), one easily concludes
that

1 o 2 2
Il < - /0 [/ &) [me)72ds < Ul 1l -

Lemma 3.7. Under the assumptions of Theorem 3.2 and the above notations, there exists a constant
C > 0 such that

161172, 186, + ¥ Oull7. < CIU g, IF I3, J=1,2. (3.44)

Proof. Deriving (3.39) and taking the multiplier 6, in the resulting equation, we have

I 1 l
ik/ |9x|2dx=/ @x€dx+/ fs..0, dx.
0 0 0

From Young’s inequality and (3.42), we deduce the first estimate in (3.44), with |A| > 1 large enough.
The estimate for 66, + y ®, follows from the first part and (3.42). [

Lemma 3.8. Under the assumptions of Theorem 3.2 and the above notations, there exists a constant
C > 0 such that

[Pl
|A]

P2lWI7: < CIU N3, I Fllog, + C||77||M( + ||1/foIL2), =12 (3.45)

Proof. Taking the multiplier fooo g(s)n(s)ds in (3.38) and performing integration by parts, we get

[ 00 [ 00 [ 00
P f f ¢(5) £ dsdx = iAps f f ()W) ds dx —o f / ¢(5)ONG) ds dx
0 0 0 0 0 0

‘=R

l [ee) 1
+/3/ / 8N ()Y dsdx—i—/
0 0 0

[ e’}
+k/0/0 2() (@ + V)TG) ds dx.

2
dx

/ g($)nx(s)ds
0

Using (3.41) in R;, we obtain

[ 00
02/ f ()P ds dx
0 0

l 00 [ [e9)
=p2// g(s)wﬁdsdx—m// ()W) ds dx
0 0 0 0
I:Rz




M.A. Jorge Silva and S.B. Pinheiro / Timoshenko systems under history and thermal effects

1 e’} 1
—ﬂ// g(s)m(s)wxdsdx—/
0 0 0

! o0 ; ~
_k‘/() '/(; 8(S)((Px+1/f)mdsdx +p2/.5 '/(; 8(S)f4mdsdx

=Ry

2
dx

/0 g(s)n.(s)ds

=R3

1 00
—i—a/ / g(s)@stdx.
0o Jo

235

(3.46)

Performing integration by parts in R,, applying Cauchy—Schwarz and Young’s inequalities, we have

1

IRs| <pz¢Fo||w||Lz<—/0 g/<s>||n<s>||§zds> ,

(3.47)

where we have used the notation by := fooo g(s)ds (and then 8 = b — by). Moreover, applying Holder

inequality, we get

2

1 e’}
|R3|</ (/ g(s)\nx(s)\ds) dx < bollnlsg.
0 0

Also, equations (3.35) and (3.37) yield
ik I o) - ik [ [ee) .
Ry=—— gIn(s)dsddx — — g(s)nu(s)ds frdx
A Jo Jo A Jo Jo

7 S e — ik [l
+—// g(S)n(S)dsfzdx+—// 2(5)7G) dsW dx.
A 0 JO A 0o Jo

Using Poincaré’s inequality, we get

C C
|Rsl < Clinllml@liz2 + Clinllmll frx + Sl + Il Sl + — Il ] 22

|| |A]
Applying Holder’s inequality in (3.46) and estimates (3.47)—(3.49), we can estimate
* 2
P27, < CI¥ Il f5llm + ClIW IS + C/ [—&'®][|n:)] 2 ds + Clinllg
0

C
+ CllYxllz2llmllae + Clinliagll fall 2 + WHUHMHCDHLZ + Clinllm|I®©ll 2

C C C
+ m”n”/\/l”fl,x + fall2 + m||77||M||f3,x||L2 + mllnlIM(II‘I’IILZ) :

:=R5

(3.48)

(3.49)
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Applying Young’s inequality in Rs its follow that

C
p2lIW 15> < CNU N3 I F llae; + Clinllaallvrel 2 + WHUHMHCDHH + ClinllmlI©ll 2.

From this and Lemma 3.6, we finally arrive at (3.45) as desired. [J

Lemma 3.9. Under the assumptions of Theorem 3.2 and the above notations, there exists a constant
C > 0 such that

C

] loe + Vil 2 Wl + CIVIZ,  j=1,2. (3.50)

Bllvllza < ClIU NI, I Flla, +

Proof. Taking the multiplier ¥ in (3.38) we obtain

1 l 1 o0 1
ikpz/ deﬂ/ |wx|2dx+/f g(s)nx(s%dsdwk/ o dx
0 0 0 0 0

=8
I I I
+k/ |w|2dx—a/ ®wdx=p2/ far dx.
0 0 0
Replacing (3.37) in S}, we get

) ) e’} l
ﬂ/o |wx|2dx=—/0/0 g(s)m(s)%dsdx—kfo (6n + V)V dx

=5

I I !
+,02/ f41ﬂdx+,02/ LIJf3dx-|-,02/ |W|*dx
0 0 0
l PR—
—i—cr/ Oy dx.
0
Inserting now (3.37) in §,, we obtain
! I poo L ik [ . I
p[wrar=—[ [Teomoimasax+ [ @rpTaro [ o
0 o Jo 0 0

lk 1 . ) - 1 . l
+7/ (<Px+¢)f3dx+/02/ f4wdx+pz/ ‘I’f3dx+pz/ WP dx.
0 0 0 0

From the above identity we can conclude (3.50) for some constant C > 0 and |A| > 1 large enough. [J
Corollary 3.10. Given ¢ > 0, there exists C. > 0 such that

Il < ellUlG,, + ClFliy,, Jj=1,2. (3.51)
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Proof. Combining Lemmas 3.8 and 3.9, we get

1

, C 1 ! L@l !
||1//x”L2<m”(px+‘/f”L2 IE 13, 1 U3, + 1l e + 1Yl 12
2
[Pl
+ Clinllm ) 1l ) + ClU 3, 1 F %,

3 1 3 1
S ClUl, 1F N3y, + CHU N, Il + CHU Nz Il + CHU N3 F T,

for some C > 0. Therefore, from Young’s inequality and Lemma 3.6 along with Young’s inequality
once more, one can conclude (3.51). [

In the next result, in order to keep the estimates for both cases j = 1 and j = 2, we are going to work
with local estimates by means of cut-off functions to avoid point-wise terms. This procedure has been
used e.g. in [2,5] and here we adopt the same strategy.

Let us consider [y € (0,/) and §y > 0 arbitrary numbers such that (lo — 8¢, lo + §9p) C (0, 1), and a
function s € C2(0, ) satisfying

supps C (o — 80, lp+80), 0 <s(x) < 1,x € (0,1), (3.52)
and
s(x) =1 forx e [10—8()/2, lo+80/2] (353)

Lemma 3.11. Under the assumptions of Theorem 3.2 and the above notations, there exists a constant
C > 0 such that

lo+870 2 2
[, o+ P+ 10P)ax
lo—%

C 1 1 1 1
(186, + ¥ O MU, + IV I3 IF I, ) IU N,

3

<

C 1 4
+ e 186 + ¥ Oxll 2 MUy, + CHU 3, I Fll,
3

C

c
+ —IlIFII3, + o

W [80x + ¥ Oxll 21U M3, j=1,2. (3.54)

In addition, given € > 0 there exists a constant C. > 0 such that

lo+70
fé (lox + ¥ PP+ 1@1°) dx < €U, + CIFIG,.  j=1,2. (3.55)
!
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Proof. Computing (3.35), + (3.37) and inserting the resulting expression in (3.40), we get

iAp3® — (80 + y O)rx +ido(px + V) = p3.fs + 0 (fi.x + f3). (3.56)

Taking the multiplier sk[¢, + 1] in (3.56), integrating on (0, /) and performing integration by parts, we
have

! I
i)»,03f Oks(px + V) dx —/ (80x + vy O,)cks(px + ) dx
0 0

=1 =1

l l
= —iko /O (@x +V)ks(py + ) dx + pzfo feks(px + V) dx
l
+o f i+ ks @@n F ) dox. (3.57)
0

From equations (3.35) and (3.37), we achieve

1 1 1
I = ,03/ (ks®), @ dx — p3/ OksWV dx — p3/ Oks(fi.x + f3)dx.
0 0 0

Performing again integration by parts, we have

l I
L= —/ (80, + y O, ks, (¢, + ¥) dx _/ (60, + yO)ks(py +¥) dx .
0 0

=03

Using (3.36) one gets

I l 1
L= —f (86, +yO,)s(irp D) dx —/ (86, + yO,)0s0O, dx +/ (86, +vO,)p1s frdx.
0 0 0

Replacing the identity provided by /3 in I, and then replacing the identities provided in /, and /; in
(3.57), we obtain

1 1 1
i / (00 + ks @ F ) dx = ps f foksTor ) dx + o f fix + foOksor ) dx
0 0 0
l
_ / (860, + v O ks, (gr ¥ V) dx
0

I I
— / (86, + y@x)0s®_xdx —I—/ (86, + y@x)splﬁdx
0 0
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l 1
—p3 | (ks®), Ddx + p3 f OksW dx
0 0

! I
+ p3/ Oks(fix+ fr)dx — | (86, + Y©,)iisp D dx.
0 0

Going back to (3.57) and using condition (3.52) on s, we conclude

lo+30

A sloe + ¥|* dx
lo—38¢

1

lo+3do 5 2
<C|)~|||59x+)/@x||L2(/ s|P| dx) + ClU [l [ Fll
/!

0—d0

+ ClI80x + v Orll 2 (1 Flla; + U3, 4+ 1041112) + ClIOL 21U 134, (3.58)

Moreover, applying Young’s inequality and Lemmas 3.6-3.7 in (3.58), we obtain

lo+30
/ Slow + Y P dx
1

0—d0

lo+30 1/2
<C||59x+)/®x||L2</ S|¢|2dx) +m”89x+y®x”L2”U”’Hj
If

0—30

+m||U||H 1 F 1134 +| |IIFIIH +| |I|® M2 U3 (3.59)

In what follows, we are going to estimate the term fol 5|®|? dx. Indeed, taking the multiplier —s¢ in
(3.36), performing integration by parts and applying (3.35), we get

1 1 1
m/ s|<1>|2dx=k/ s|¢x+x/f|2dx—k/ $(@r + )T dx + I + I, (3.60)
0 0 0

where

. 1 1 !
Iy = % s®x[<b+f1]dx—,01f sI®fi + frgldx and 15=k/ s'(x + Y@ dx.
0 0 0

It is easy to see that

C C
4] < 7 |||® M2 U +| ||I® 2l Fllag + ClU 3, 1F

for some constant C > 0. In addition, from equations (3.35) and (3.37), it follows that

C 2
+ = IIFI3,,.

|Re I5| < ¢ U113
c S .
: L ANTY

Al
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for some constant C > 0. Thus, taking the real part in (3.60) and using (3.52), we have

lo+d0 lo+3do
/ s|q>|2dx<c/ s|ox + ¥ |* dx
I /!

0—30 0—d0

lo+30 C
+C/ s|(/7x+w||W|dx+7”®x”L2”U”'Hj
l

0—30 | |

C C C

— 1O, Flly. +CIUlly. I|Flly. +—UI% + —|F|>3
+ m” 21 F Nz, + CllU 3, | Fllag, + m” 5, + |x|” I3,

lo+380 lo+80 1/2

<c/ s|<px+w|2dx+6(f s|gox+w|2dx) 1l

lo—¥8¢ lo—3o0

C C C
+ mu(aanzHUnH,. + mn(aquzHFuH,. + CllU |l | Flln, + WIIUH%{,
+ £ IFI3

A

From estimate (3.59), Young’s inequality, (3.42) and (3.44), it follows that

lo+80 lo+380 1/2
/ s|®|* dx <C||89x+y®x||Lz(/ s|CI>|2dx)
/! It

0—30 0—3d0

C
+ mllwx + ¥ Ol 21U [l

¢ 60, (O
+ |A|1/2(” EACH

1/2 1/2 1/2 1/2
UL+ UGN E N+ 1F ) 1] 22

5 12 lo+80 5 1/4
+C||F||Hj ||U||H + C80x + y O, > s|®7dx | Nl
If

0—50

IM2

C
T 1Okl 2 (1 F I

C
1O N0 1 2 + 1Ol 21Ul +

I/\I”2 Al
+ CIU N3 1 F llg; -

Using again Young inequality, (3.42), (3.44), and then equation (3.37), we get

lp+8o C
/1;—50 s|®|* dx <|M3/2(||59 + Oy ||1/2||U||1/2 + ||U||1/2||F||1/2 + 11 F 1, ) (1U I3, + I F ll,)

+ 1o+ 70, 172 (W13, + IFI15,) + CIU llag, I F g,

C
—U 3,

+CIFII5, + i
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Applying once more Young’s inequality and estimate (3.44), we obtain

lo+3do C
2 1/2 1/2 1/2 12
/l;)—ao s|P"dx < |M3/2(||59x +yO: 2 Uy, + ”U”Hj”F”Hj)”UHHj

+

C
186, + v O 151U 117, + F186s + ¥ Oxlz2 Ul

C
|A]

|)»|4/3

+ ClIU N3 I Flls; + CUFIR,, + —1U 113, (3.61)

Therefore, combining (3.59) with (3.61), using again Young’s inequality and estimate (3.44), we con-
clude

fo+% 2 2
/ s(loe + v 17+ |®)7) dx
0

Io—8o

C 1/2 12 12 12
< —WS/Z(IIan + YOl 5 U, + Ul 1 F 15) 10l

C 2/3 4/3 2
+ IM—MIISQX + VO MUl + ClU N3, 1l + ClLEN,;

from where (3.54)—(3.55) follow by noting the properties of s in (3.52)—(3.53), Young’s inequality, and
(3.44). O

We are now ready to prove (3.33) as follows.
Completion of the proof of (3.33) for j = 1,2. Let ¢ > 0 be given. Combining the estimates (3.51)
and (3.55) there exists a constant C, such that

lo+570
f (e +1017) dx < e|U N3, + ClIFI,,- (3.62)
lo—-2

2

This is the precise moment where we can take advantage of Corollary A.6 to extend the local estimate
(3.62) to the whole interval (0, /). Indeed, through the first two components (3.35)—(3.36) of the resolvent
equation, we observe that V := (¢, ®) is a solution of (A.4)—(A.5) with

g1:=/ 1 and g :=pfr —(0O), + kv,
and (3.62) implies that (A.9) is verified with

do

8
bi=lo == b2:210+5°, and A :=e|lU3, + CelIF i,

Thus, Corollary A.6, Lemma 3.6, Corollary 3.10, and Young’s inequality imply

1
(lox* + |®1*) dx < eCUIl,, + CellF N3, + Cllvxl>. + CIF Il (3.63)
J J J
0
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for some constants C, C, > 0. Using Young and Poincaré’s inequalities again, it is easy to see

lpe + ¥lI7> < 2l@ell7s + 2L2 1Y ll72, (3.64)

and combining (3.63)—(3.64), we have

1
/ (lox + ¥ 1P+ @) dx < ellUN5,, + CllF 13, + Cllivrel 7, (3.65)
0

for some constants C, C, > 0. Adding the estimates from (3.65), and Lemmas 3.8 and 3.9, and using
once again Young’s inequality, we get

l
/ (lox + V1> + BIYal> + 19 + p2| W[?) dx
0

<ellUlg, + CllF 113, + Cll 72
&

2
+ CllIF 3 +W

@172 + Cellnlliy- (3.60)

Finally, from (3.66), Lemmas 3.6 and 3.7, and Corollary 3.10, we achieve

&

U3, < ellUl3,, + ClFll3, + e

2
[Pl

Therefore, taking ¢ > 0 small enough and |1| > 1 sufficiently large, we conclude that (3.33) holds true.
This finishes the proof of Theorem 3.2.

Remark 3.12. (a) In the authors’ opinion, Theorem 3.2 seems to correct the insight claimed in [36,
Section 7] with respect to the stability of a problem related to system (1.1)—(1.6a)—(1.6b), where it is
stated (with no computations therein) that it is not exponentially stable in general. Indeed, on p. 670 the
authors claim “the model has the optimal polynomial decay rate when % # 22 and that it is of the form

173, Again, computations are required”. In the latter statement, the authors refer to problem (7.1)—(7.3)
therein, which in turn corresponds to (1.1)—(1.6a)—(1.6b) unless mixed boundary conditions. Neverthe-
less, through the technical results employed in the proofs of the present paper, Theorem 3.2 shows a
different (and new) perspective to this assertion, namely, the thermo-viscoelastic system (1.1)—(1.6a)-
(1.6b) is exponentially stable, and such uniform stability is independent of any relationship among the
coefficients and boundary conditions addressed.

(b) The physical reason for such uniform stability is already highlighted in Remarks 2.1-2.2. Below
(see Table 1) we provide a diagram that clarifies the state of the art in the propagation of dissipativ-
ity along the solution according to the proofs of Lemmas 3.6-3.11. It illustrates the strength of the
thermo-(visco-)elastic damping feedback in problem (1.1)—(1.6a)—(1.6b), by stressing the mathematical
viewpoint of the damping propagation.
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Table 1
State of the art of damping propagation

The damping propagation over the bending moment is provided by the history

1s 2
125 =y 24 M = by,

According to Lemmas 3.6, 3.8, and 3.9.

The dissipation propagates to the shear force through the thermal component

0% 02 &= g 24§ = k(gy +¥)

According to Lemmas 3.6, 3.7, and 3.11.
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Appendix. Auxiliary results
A.l. Spectral results: A short review for linear operators

In order to make this work more self-contained as possible as well as for the reader’s convenience, we
report some well-known technical results on linear operators within the functional analysis.

We start with the following result that characterizes the spectrum o (A) = C\ p(A) of linear operators
A: D(A) C X — X whose domain D(A) is compactly embedded in a Banach space X. It can be found
in the book by Engel-Nagel [12].

Proposition A.1 ([12, Proposition 5.8 and Corollary 1.15]). Let (X, || - |lx) be a Banach space and
consider A : D(A) C X — X a linear operator with nonempty resolvent set p(A).

(i) A has compact resolvent (that is, there exists » € p(A) such that (A\; — A)~" is compact) if and
only if the canonical injection i : (D(A), || - Ipw)) = (X, || - l|lx) is compact.
(1) If operator A has compact resolvent, then the spectrum o (A) consists only of eigenvalues of A.

As stated above, Proposition A.1 constitutes a very efficient tool when dealing with linear operators
whose domain is compactly embedded in the space. The next result illustrates this fact, which has been
hugely used in the literature concerning the stabilization of linear Cy-semigroups related to evolution
models, as one can see e.g. in [1,5,16,27,37].

Corollary A.2. Let H be a Hilbert space and A : D(A) C H — H be a linear operator with p(A) # ()
and such that irAl; — A is injective for every ) € R. If the embedding D(A) — H is compact, then
iR C p(A).

Proof. Immediately from Proposition A.1. [J
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On the other hand, when D(A) is not (necessarily) compactly embedded in H, the picture changes
considerable since this property is fundamental in the proof of Proposition A.2. Indeed, the lack of
compactness leads us to a more delicate way in the proof of the property iR C p(A), as one can check
in the proofs presented by [9,16,27,31]. This second scenario is very common when one deals with
viscoelastic problems driven by memory terms in the history context, where the domain D(A) involves
weighted spaces in terms of the memory component. See, for instance, [18,19,33] where is remarked
that the embedding D(A) < H is not compact in general.

To address this case on the non-compactness assumption, we rely on Liu and Zheng’s book [27]. The
next result can be stated as a consequence of the statements in [27, Chapt. 2].

Proposition A.3 ([27, Section 2.2, p. 25]). Let H be a Hilbert space and A : D(A) C H — H be

a linear closed operator with D(A) = H and such that 0 € p(A). Let us also set { = m. If

iR & p(A), then there exist a real number w € (0, £], a sequence A, € R, with |A,| < w and |A,| = o,
and a sequence U, € D(A), with |U,||g = 1, such that

(irl; — AU, — 0 inH.
As an immediate consequence (converse) of Proposition A.3, we can write down.

Corollary A.4. Let H be a Hilbert space and A : D(A) C H — H be a linear closed operator with

D(A) = H and such that 0 € p(A). Let us also set { = m. If, for every real number w € (0, £],

every sequence A, € R, with |A,| < o and |A,|w, and every sequence U,, € D(A), with ||U,||lg = 1, we
assume that

@ir, 1, — AU, ~0 inH,
then iR C p(A).
A.2. Observability inequality: A reading from the resolvent viewpoint

As far as we know, the internal and boundary observability results for wave models are known since the
classical book by Lions [26]. Several other related results can be also found in Komornik [25] employing
the multiplier technique through the corresponding energy. Nowadays, there are several well-established
observability results related to wave systems and their interplay between control and stability theory,
and here we intend to reread such observability inequality suited to our case. In what concerns linear
models involving wave-like systems, say Timoshenko models, we refer to [5,8] where observability
inequalities are provided. Thus, the following statements can be seen as a particular case of the results
on observability presented by [5,8,25,26] from the resolvent equation viewpoint, and we review them
here for didactic purposes.

Let us consider the following initial-boundary value problem related to the well-known one-
dimensional linear wave model

ouy; — kuyy =0 in (0, L) x (0, 00),
u(©,t) =u(L,t) =0, t>0, (A.1)
u(x,0) = uo(x), u;(x,0) =u(x),
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where u = u(x, t) represents the displacement of a vibrating string with length L > 0, o > 0 is the
mass density, and k > 0 stands for Young’s modulus of the material. Thus, \/g stands for the speed of

wave propagation in the string.
Model (A.1) can be rewritten as in the first order abstract problem

(A.2)

V, =BV, t >0,
V() = W,

where

vi=u, V= m BV:[E;} } V():[Z(l)].
0 XX

We also set the Hilbert space
H = H(0,L) x L*(0, L)
with standard norm
2
@, 0|} = lucl7. +1lvl7., Y, v) € H,
where || - || 2 stands for the usual L?-norm in (0, L). In this case, the domain of operator 13 is given by
D(B) = (H*(0, L) x Hy(0, L)) x Hy (0, L).
The above construction as well as the well-posedness of problem (A.2) are very well-known in the
literature, see for instance the classical books [27,34].
In what follows, we are going to proceed with the observability and extension results by means of the
resolvent equation corresponding to (A.2). To do so, let us consider the resolvent equation
irzV — BV =G, (A.3)

for A € Rand G = (g1, g2) € H, which in terms of its components can be written as

iru—v=g € HO,L), (A4)
irov — kuy, = 082 € L*(0, L). (A.5)

It is easy to show that (A.3) has a unique solution V € D(B) (cf. [27]).
In what follows, given any numbers 0 < a; < a; < L, the notation || V||(2“’a2 stands for

V2 =f (x| + [o@ ) dx  with V2, = V3. (A.6)

ap,az
ap
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Proposition A.5 (Observability Inequality). Under the above notations and taking G = (g1, g2) € H,
let V. = (u, v) be the (regular) solution of (A.3). If we consider any numbers 0 < a; < a < L, then
there exist constants Cy, C; > 0 (depending only on o and k) such that

luc@p]® + [v@p)|* < GollVI2, o, + ColGIG.  j=1,2, (A7)
