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Abstract

This is a complementation work of the paper referred in Jorge Silva, Mufioz Rivera
and Racke (Appl Math Optim 73:165-194, 2016) where the authors proposed a semi-
linear viscoelastic Kirchhoff plate model. While in [28] it is presented a study on
well-posedness and energy decay rates in a historyless memory context, here our
main goal is to consider the problem in a past history framework and then analyze its
long-time behavior through the corresponding autonomous dynamical system. More
specifically, our results are concerned with the existence of finite dimensional attractors
as well as their intrinsic properties from the dynamical systems viewpoint. In addition,
we also present a physical justification of the model under consideration. Hence, our
new achievements complement those established in [28] to the case of memory in a
history space setting and extend the results in Jorge Silva and Ma (IMA J Appl Math
78:1130-1146, 2013, J Math Phys 54:021505, 2013) to the case of dissipation only
given by the memory term.
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1 Introduction

In this paper we address the long-time dynamics to the following n-dimensional semi-
linear viscoelastic Kirchhoff beam/plate model

t

U — Aty + g A%u — divF (Vu) — / gt —s)A%u(s)ds =h in Q x RT,

—00
1.1)
subject to simply supported boundary condition
u=Au=0 on IQ x R, (1.2)
and initial conditions
u(x,t) =uo(x,t), ur(x,0) =uj(x), (x,1) e x(—o00,0], (1.3)

where €2 is a bounded domain of R" with smooth boundary 9€2, g : [0, c0) — Rt
(R* = (0, 00)) corresponds to memory kernel and F : R"* — R" represents a vector
field, whose assumptions for both will be given later (Sect. 3), x, = 1+ fooo g(s)ds >
0 is a constant, and up : Q x (—oo, 0] — R is the prescribed past history of u# and
u(x) := druo(x, 1)|t=0.

A justification of the particular model (1.1) is presented in Sect. 2 by using classical
theory for beams/plates in combination with constitutive laws coming from materials
with viscoelastic structures. On the other hand, problem (1.1) was recently introduced
in [28] as a viscoelastic Kirchhoff model, see for instance [29, Chap. 6], with lower
order perturbation of p-Laplacian type. To be more precise, in [28] the authors deal
with null history in the equation (1.1), namely, it is considered u(-, s) = ug(-,s) =0
fors < 0, see e.g. Eq. (1.6) of [28]. Comparisons on the modeling and results will be
given later.

Here, our goal is to approach the usual history setting of problem (1.1)—(1.3) and
give a treatment on the dynamics of its corresponding autonomous problem. To this
end, as in [20,21,23], we introduce the new variable n = n’(x, s) corresponding to
relative displacement history:

n(x,s) i=ux,t) —ulx,t —s), (x,t,5) € R xJ[0,00) x RT. (1.4)
Thus, formal computations lead to
m4ny = u in QxRY xR, (1.5)
n(x,s) = uo(x,0) —uo(x, =s), (x,s) € QxR

n'(x,0) := lim+ n'(x,s) =0, (x,t) € Q x [0, 00),
s—0
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as well as the fourth order memory term can be rewritten as

t S
XgAzu —f gt — s)A2u(s) ds = A%u —/ g(s)A2r)(s)ds in Q@ xRY.
—00 0
(1.6)

Therefore, through (1.4)—(1.6) we canrewrite (1.1)—(1.3) as in the following equivalent
autonomous initial-boundary value problem

o0
use — Augs + A%u — divF (Vu) +/ gOAZ(s)ds =h in QxRT, (1.7
0

N +ns = u; in Q x Rt x RT, (1.8)
u=Au=0 on Q2 x [0, 0c0), (1.9)
n=An=0 on 92 x [0, 00) x RT, (1.10)
u(x,0) =up(x), ui(x,0)=uj(x), xe, (1.11)
no(x,s) =no(x,s), n'(x,0=0 xeQ, s>0, >0, (1.12)

where we denote

uo(x) = uo(x,0), uy(x) = duo(x, 1),

no(x,s) = uo(x) —uo(x, —s), x €, s>0.

1.1 A Short Comparison with Existing Literature

Roughly speaking, the results presented in this work complement (and general-
ize somehow) those provided for viscoelastic problems studied in [1,25,26,28].
The main difference with the existing literature revolves around the nonlinear
foundation divF (Vu) whose origin comes from the well-known p-Laplacian term
div(|Vu|P?~2Vu) and its long-time control by exploiting only the memory dissipation.
In what concerns the asymptotic behavior of viscoelastic (and thermo-viscoelastic)
plate/beam models encompassing nonlinear source terms like f(u) there is a huge
literature on the subject, see for instance [5,11,14-16,22,23,32,33], just to name few.
On the other hand, we refer to [7,10,31,39-43] where damped problems addressing
plate equations with lower order perturbation of p-Laplacian type are considered, but
without memory term. Next, we highlight the main contributions of the present article
as well as we provide a brief comparison of the results and methodology with closer
works on the subject.

e When compared with papers [1,25,26] we have three huge differences:

#1. The first one is about the modeling. Indeed, in [1,25,26] the model comes from
flows of elastoplastic microstructures in a 1D setting or else from the Kirchhoft-
Boussinesq model in a 2D framework, by adding a memory term to get a
viscoelastic version of the problem. On the other hand, here our approach on
the modeling is totally different being motivated by the theory for viscoelastic

@ Springer



660 Applied Mathematics & Optimization (2020) 82:657-686

beams/plates where the p-Laplacian term appears as lower order perturbation.
This is why the strong damping term —Au, arises in the papers [1,25,26],
while here the model appears with rotational inertial term —Au,, instead.
Such a model’s justification will be clarified in Sect. 2 below.

#2. The second main difference is on the stability of problems. In fact we have that
both strong damping —Au, and rotational inertial —Au;, act as regularizing
terms. However, —Au; also works an additional damping in [1,25,26] and,
therefore, it is necessary to define only one perturbed functional in the energy
estimates, see e.g. (4.1)—-(4.2) on p. 1142 of [25]. Here, the picture is again
differently because —Au,; spoils the estimates and a new functional is neces-
sary to control it, see for instance the proof of Proposition 5.5 in Sect. 5. Such
approach is already used in the literature as, for example, in [3] where a quasi-
linear viscoelastic wave equation is considered. Although the methodology
employed here does not change the core of the arguments in the viscoelastic
context, we observe that nonlinearities of p-Laplacian type div(|Vu|?~>Vu)
can not be addressed in the second order model of [3].

#3. A third issue falls on the attractor obtained in [26] and the main result proved in
Sect. 4 (see Theorem 4.1). To be more clear, since in [26] the authors work with
the particular p-Laplacian term div(|Vu|?~2Vu), then to reach a nontrivial
attractor it is necessary consider an additional nonlinear source f(u), whereas
here we consider a more general assumption on the vector field F so that a
nontrivial attractor is ensured only in the presence of the nonlinear foundation
divF (Vu).

e When comparing with the previous article [28], we can also argue on the mod-
eling and stability results. Indeed, the physical motivation provided in Sect.2 to
justify problem (1.1) follows different lines from those presented in [28, Sect. 1].
In addition, the problem in [28] is taken within a historyless case, which means
the problem is non-autonomous. There, it is addressed issues like well-posedeness
and energy decay rates. Here, differently from [28], the model is approached in a
history space framework and studied in the context of dynamical systems. There-
fore, the attractors and their properties are achieved on an extended phase space by
using dissipation provided only by the memory term and a slightly more general
assumption on F, which are not considered in [28]. This also extends somehow
the results given by [25,26].

The remaining paper is planned as follows. In Sect. 2 we provide a physical justifi-
cation of the model (1.1)—(1.3). In Sect. 3 we present the notations, initial assumptions
and the well-posedness result. In Sect.4 we set the corresponding dynamical system
and state the main result of the paper, namely, Theorem 4.1. Finally, Sect.5 is dedi-
cated to the proofs by considering some technical results that culminate in the proof
of Theorem 4.1. Some examples for F are also provided in a short Appendix at the
end.

@ Springer



Applied Mathematics & Optimization (2020) 82:657-686 661

2 Physical Motivation

In this section, in order to justify the viscoelastic Kirchhoff equation (1.1) as a n-
dimensional generalization of concrete 1D-beam and 2D-plate viscoelastic models
under the Kirchhoff hypothesis, we provide a physical motivation for the deduction
of models that come from the classical theory in Timoshenko beams [37,38] and
Mindlin—-Timoshenko plates [29,30], in combination with constitutive relations in
viscoelasticity where beams/plates are composed of homogeneous linear viscoelastic
materials, see for instance [12,35].

2.1 1D Viscoelastic Kirchhoff Beams

We start by considering the classical model in differential equations for vibrations of
prismatic beams first introduced by Timoshenko [37,38]:

PA(/)tt -5 = f17
2.1
{plz//n—Mx+S=fz, @D

for (x,1) € (0,L) x RT, where p means the mass density per area unit, A and
I represent, respectively, area and inertial moment of a cross section, ¢ = ¢(x, 1)
denotes the vertical displacement and ¥ = V¥ (x, ¢) the angle of rotation, M and S
designate bending moment and shear force, respectively, and fi, f> may stand for
external nonlinear source of distributed loads along the beam of length L > 0. The
well-known elastic constitutive relations for bending moment and shear force are
given, respectively, by

M = EIy,, (2.2)
S = kGA(py + V). (2.3)

However, for viscoelastic materials containing hereditary (history) properties, the
Boltzmann theory states that the stress is assumed to depend not only on the (instanta-
neous) strain, but also on the strain history. In such a case, the stress-strain viscoelastic
law also depends on a relaxation measure. This is clarified in the next paragraph where
our arguments rely on the classical theories by Priiss [35, Chap. 9] and Drozdov and
Kolmanovskii [12, Chap. 5].

Let us consider a beam [0, L] x €2 of length L > 0 and uniform cross section 2 C
R? made of homogeneous isotropic viscoelastic material with pattern Timoshenko
hypotheses:

— (0, 0) is the center of ©, so that [, zdydz = [, ydydz =0,

— the bending takes place only on the (x, z)-plane,

— diam2 << L (thin beams) and normal stresses are negligible in general,

— there are only two relevant stresses 011 and o073 in the stress tensor o = {07 }.

In addition, on the basis of Boltzmann principle, the viscoelastic stress-strain relations
can be considered as follows
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t
o11(x,z,1) = E{GII(X,ZJ)_/ gl(t—s)éll(x,Z,S)dS}, (2.4)
0
t
013(X, Z7t) - ZkG {613(}C, Z7t)_/ gZ(t—S)GB(x, sz)ds}v (25)
0

where E stands for the Young modulus of elasticity, G is the constant shear modulus,
k is a shear correction coefficient and g1, g» are relaxation measures usually called
memory kernels.

Next, the following notations are also employed:

— u = u(x, t): longitudinal displacement of points lying on the horizontal axis,
— wi(x,z,t) =u(x,t) + z¥(x, t): longitudinal displacement,
— wa(x, z,1) = @(x, t): vertical displacement.

Under these notations, the standard formulas for the components of the infinitesimal
strain tensor (see e.g. (2.4) on p. 339 of [12]) can be expressed by

awl
€ri(x,z,t) = ar =uy(x,t) + 2Py (x, 1), (2.6)
(x,2,1) = l(@+aﬂ)—1( (. 1) + by (x. 1)) @7
€13(x, 2, =5\ % ) =3 v(x, ¢x(x,1)). .

Additionally, the usual formulas to determine bending moment and shear force (see
e.g. (9.10)—(9.11) on p. 237 of [35]) are given, respectively, by

M(x,1) =/ZU11(X,Z,t)dde, (2.8)
Q

S(x, 1) =/013(X,Z,t)dydz. (2.9)
Q

As a matter of fact, we have normalized identities (2.8)—(2.9) by the area and inertial
moment formulas, namely,

A:/dydz and I=/22dydz.
Q Q

Hence, using relations (2.4), (2.6) and (2.8), one can derive the classical (and well-
known) viscoelastic law for bending moment

=0

t
M=F </ zdydz) (ux —/ g1(t — s)ux(-,s)ds>
Q 0
t
+ E (/ Z2dde> <xlfx —/ g1t — S)wx(us)ds),
Q 0

=I
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that is,

t
M= EI (wx —/0 g1 (t —s)wx(.,s)ds) (2.10)

The relations (2.5), (2.7) and (2.9) lead to a viscoelastic law for shear forces that will
not be used in the present work. Summarizing, the constitutive relation (2.10) provides
bending deformations in the context of Timoshenko beams with viscoelastic materials
depending on strain history. Moreover, replacing identities (2.10) and (2.3) in (2.1),
we arrive at:

PAQ; —kGA(px + V) = f1,

! @2.11)
oIy — ET | Yax —/0 g1t —)VUxx (-, 8)ds | + kGA(px + V) = f2,

which was first proposed by Ammar-Khodja et al. [2] in the (homogeneous) case
f1 = f>» = 0. Also, for beams with supported end, boundary conditions read as

@0,1) =@(L,1) = Y (0,1) = Y (L, 1) =0, 1=0.

Now we proceed by taking formally the (distributional) x-derivative in the second
equation of (2.11). Before doing so, we regard that standard nonlinear sources usually
appear in quantum mechanics with polynomial growth, see for instance [7,10]. In this
way, we consider f>(y) := —|¥|P"2¢, p > 2, fi(x) := h(x) for some function
h, and g := g for simplicity. Thus, taking the derivative of (2.11), and adding to
(2.11), we deduce

1
PAQy + plYyy — ET (vfxxx _/(; 8t — $)Vxxx (-5 8) dS) + (W’lpizw)x = h.
(2.12)
Additionally, under the limiting case k — oo in (2.11);, one has the following Kirch-

hoff assumption ¥ = —¢y (see, for instance, on p. 238 of [35]), and (2.12) turns
into

t
PAQy — Pl @iy + El(pxxxx_(|(ﬂx|p_2(/’x)x —EI / 8t — ) Pyxxx (-, 8)ds = h,
0
(2.13)
with boundary condition
0,1) =@(L,1) = @xx(0,1) = @ux(L,1) =0, 1>0. (2.14)
Finally, one sees that the 1D viscoelastic Kirchhoff model (2.13)—(2.14) is a par-
ticular case of (1.1)—(1.2) with normalized coefficients, null history ¢(-, s) = 0 for

s < 0, and admissible nonlinearity F(z) = |z|1’_2z, zeR.
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2.2 2D Viscoelastic Kirchhoff Plates

As a second justification of problem (1.1)—(1.2), we show that it can be obtained from
a viscoelastic model for the Mindlin—-Timoshenko plate where the p-Laplacian still
represents a nonlinear strain of lower order, as done e.g. in Chueshov and Lasiecka
[6,7,10]. To do so, we first consider the classical Mindlin—Timoshenko plate model as
presented in Lagnese and Lions [29,30] together with constitutive laws in viscoelas-
ticity by Giorgi et al. [17-19].

Let us consider a thin homogeneous plate with uniform thickness d by assuming
that it occupies a fixed bounded domain D C R3. It is also assumed that it has a middle
surface that (in its equilibrium) occupies a 2D domain 2 = {(x, y,z) € D|z =0} C
RR? with smooth boundary 2. Thus, following Lagnese [29, Sect. 2.1.2], the governing
differential equations for the Mindlin—Timoshenko plate model can be written as

podwy; — Kdiv(Vw + v) = hy, (2.15)
d3
p1_zv” — DS+ K(Vw+v) = ho, (2.16)
+ . : : _ _«kEd _ __Ed?
for (x, y, ) € Q xR™, where p is the material density, K = 10 and D = R

stand for shear and flexural rigidity modulus, respectively, E is the Young’s modulus,
0 < pu < 1/2 represents the Poisson’s ratio, x means the shear coefficient, and
h1, hy are forcing terms. In addition, the variables w = w(x, y, ) denotes transverse
displacement along z axis and v = (¢, ¥) with ¢y = ¥ (x, y,¢) and ¢ = @(x, y,1)
standing for rotations of the transverse normal to the middle surface with respect to x
and y axis, respectively. The elastic strain operator corresponding to rotation functions
Y and @ is given by

L (xlvx + ey (e +wy)) ,
TM((Px + wy) vy + JIAI

and denoting the matrix of second order differential operators by

A= [?"j 0y 5 0 } : 2.17)
TM dxy TM dxx + dyy

S=V.L = Av. (2.18)

On the other hand, in order to generalize the model to a viscoelastic framework, it
is proposed by Giorgi and Vegni [18,19] to consider the composition of the plate by an
isotropic linear viscoelastic material. Consequently, by following again the Boltzmann
principle the viscoelastic stress-strain law comes into the picture for some relaxation
function |, namely,
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S=V-L-Lx*xu) = Av—(Avkxpu) = AV—/OOM(S)AV(',I—S)dS,
0
(2.19)

where we have (already) assumed that the isotropic tensor L. vanishes for s < 0
and involves the independent relaxation measure . A more detailed (and stringent)
justification of these facts can be found on p. 1006 of [18] under constitutive laws in
viscoelasticity. See also identity (2.5) on p. 756 in [19]. Therefore, replacing (2.19) in
(2.16) we arrive at the following viscoelastic Mindlin—Timoshenko system:

pd w; — Kdiv(Vw +v) = hy, (2.20)

,Od3 00
Vi =D <Av - / W(S)AV(-, £ — ) ds> + K(Vw + V) = hy. 221)
0

Also, for simply supported plates the boundary condition reads as
w=divv=0 on 9Q2 xR.

The partially viscoelastic model (2.20)—(2.21) first appeared in [18, Sect.5] with
nonlinear fundations &1 = hj(w) and hy = hy(v). For a fully viscoelastic Mindlin—
Timoshenko system, we refer to problem P in [19, Sect. 3].

Now, by following similar arguments as in Chueshov and Lasiecka [6] in what
concerns nonlinear forcing terms, we consider 4>(v) := —|v|P~2v, p > 2, and for
the sake of simplicity we denote & (x) := h(x) and u := g. Next, applying formally
the divergence operator in (2.21) and adding to (2.20) we deduce

pd? . . o - )
pd wn—i—ﬁdlv vy — Ddiv | Av— g(s)Av(-,t —s)ds | + div (|V|p V) = h.
0

(2.22)
Dealing with (2.21) in the Kirchhoff limit k — oo, we then reach once again the
Kirchhoff assumption v = —Vw. In such a case, regarding operator A set in (2.17)
we observe that
—div AV = 3y, (Aw) + 3y, (Aw) = A(Aw) := A’w in QCR?
and (2.22) turns into

d3 00
pd w,t—'ol—zAwt,—i—DAzw—diV (|Vw|P—2vw)—D/ ¢)A2w(, 1 — s)ds = h,
0

(2.23)
with simply supported boundary condition

w=Aw=0 on IQ2 xR. (2.24)
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Lastly, under a normalization of coefficients, one sees that the 2D viscoelastic
Kirchhoff plate model (2.23)—(2.24) is a particular case of problem (1.1)—(1.2) with
concrete gradient vector field in the plane F(z) = |z|P 2z, z € R

3 Well-Posedness Result

We start by denoting the functional spaces used throughout this work. For the sake of
convenience, we consider the notations and assumptions introduced in [28]. Let

Vo=L*(Q), Vi=Hy(Q), Va2=H(Q)NHQ),
and
Vi={ue H*Q); u=Au=00n0Q)},
be the Hilbert spaces endowed with their respective norms
lullvg = llull,  llullyy = 1Vull, Nullv, = [Aull, and [Jullv; = [IVAul,

corresponding to the inner products (-, -)v,, i =0, 1,2, 3, where || - || stands for the
usual L2-norm. Also, (-, vy = (-, -) and || - || , shall denote the L?-inner product and
LP-norm, respectively. The constants A1, A2 > 0 represent the embedding constants

Mlull®> < lAull®, alVul® < |Aul?, u e V. 3.1)

To the relative displacement history, we must consider the Lg—wei ghted Hilbert spaces
2 * 2

M; = LR, V;) = {n RT - V3 /O gy, ds < OO} ,i=0,1,2,3,

equipped with inner products and norms

[e¢)
M OMm; = / g(s)(n(s), ¢(s))v,ds and
0
2 * 2
i, = [ @R ds, i=0.1.2.3
0
The Hilbert phase spaces for solutions along the time are given by
H=Vo,x Vi xMy and H; = V3 x Vo x M3,
equipped with their respective standard norms
1, v, I = IAul® + VoI + Inl5y,
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and
e, v, MG, = 1AVUl + [ AV + 1015,

Now we give the precise assumptions used in this paper.

(A1) g : [0, 00) — RT is a differentiable function satisfying
o0
g0) >0, Iy :=/ g(s)ds >0, 1:=1—-1y>0, (3.2)
0

and there exists a constant kX > 0 such that
g'(t) < —kg®), t>0. (3.3)

(A2) F:R" — R"isa C'-vector field given by F = (Fy, F», ..., F,) such that
pi—1
F0)=0, |VF;j@@|<k;j <1+|Z|/2>, VzeR", 3.4

where, for j = 1,2,...,n, we take k; > 0 and p; satisfying

2
pi=1ifn=12 andlfpj§n+2ifn23. 3.5)
p—

We additionally suppose that ' = V f is a conservative vector field, with f :
R" — R a given function, and there exist constants «; € [0, Q) and o9 > 0
such that

—ap—ai]z> < f(z) < F@)z+alz]?, VzeRY (3.6)

Before proceeding with the existence and uniqueness result, let us consider some
remarks raised from [28] concerning the assumption (A2).

Remark 3.1 1. Condition (3.5) is technical and ensures the following Sobolev embed-

ding Vo — Wé’p"H(Q), with fp, ..., ip, > O denoting the embedding
constants for

IVullp;+1 < wp;lAull, weVy, j=12,... n 3.7)

2. According to [28, Lemma 4.1], condition (3.4) implies that there exists a positive
constant K = K(kj, pj,n), j =1,2,...,n, such that

: il Ul "
IFz) = Fe)l <KDY (14121l 7 +lzl 7 )z -zl Yz.z2 €R"
j=1
(3.8)
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3. The nonnegative parameter ¢ in (3.6) will play an important role in the dynam-
ics of the nonlinear evolution operator corresponding to (1.7)—(1.12). Indeed, we
observe that the limit situation cg = 0 was considered in [28, Theorem 2.8] to
prove the energy stability. Here, as we are going to clarify later, the condition
ap > 0 will be crucial to guarantee the non-triviality of the attractor whereas the
limit case «g = 0 will lead to a trivial attractor.

Now, for the sake of completeness, we give the definition of weak solution to
problem (1.7)—(1.12) for readers not familiar with the subject.

Definition 3.1 Given T > 0, h € Vj and (ug, u1, n9) € H, we say a function in the
class U = (u, us, n) € C([0, T], H) is a weak solution of the problem (1.7)—(1.12)
on [0, TTif U(0) = (uop, u1, no) and

[0, 0) + Vg0, Vo) + (Bu(0), A0) + (FVu@), Vo) + 6 o)y

= (h,w) ae.in [0,T], Yo € V,, (3.9)
@n' +9sn", E) My = (i (1), )M, ace.in [0, T], VE € M. (3.10)

With this notion of solution, we can state the Hadamard well-posedness of problem
(1.7)—(1.12) as follows.

Theorem 3.1 Let Assumptions (A1)-(A2) be in force and take h € V.
1) If (uo, u1, no) € H, then problem (1.7)—(1.12) has a weak solution

(u,ur,m) € CO, T;H), with (I — AN)u,, € L0, T; VZ’), VT >0,
(3.1

where V., stands for the topological dual of V5.
(i) If (uo, u1, no) € Hi, then problem (1.7)—(1.12) has a more regular weak solution
in the class

(u,us, ) € CO, T; H) N L¥(0, T; Hy),
with (I — Mug; € L0, T; V)), VT >0,

where V| stands for the topological dual of V.

(iii) Inboth cases, one has continuous dependence on initial data in H. More precisely,
given any two weak solutions U (t) = (ul (1), u{ (1), nj”), Jj = 1,2, of problem
(1.7)-(1.12), then

1UL(t) = Ua ()17 < e |U1(0) — U2 (0)||7,, ¥t €[0,T], T >0,
(3.12)

for some constant co > 0 depending on H-initial data. In particular, problem
(1.7)—~(1.12) has a unique solution.

Proof The proof can be done by using the Faedo-Galerkin method and combining the
arguments from [14,20,21,25,28]. Therefore, we omit it here. O
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4 Main Result

Let us define the one-parameter family of operators S(¢) : H — H by

S()(uo, ur,mo) = (u(t), u (1), n"), =0, 4.1

where (u, u;, ) is the unique solution of problem (1.7)—(1.12) ensured by Theorem
3.1. Thus, the pair (H, S(¢)) constitutes a dynamical system that will describe the
long-time behavior of problem (1.7)—(1.12).

Before introducing the main result of this article, let us first consider some prelim-
inary concepts coming from the general theory that can be applied to our particular
dynamical system (M, S(¢)) generated by (4.1). Here, just for a reason of adaptation,
we follow the book by Chueshov and Lasiecka [8,9]. However, for readers interested
in other approaches within the general theory in dynamical systems, we also refer to
[4,13,24,36], among others.

e The dynamical system (H, S(z)) given in (4.1) is called quasi-stable on a set
B C 'H (in accordance with [9, Definition 7.9.2]) if there exist a compact seminorm
nx (-, -)on X D V;, and nonnegative scalar functions a(¢) and c(¢) locally bounded
in [0, 00), and b(¢) € L' (RT) with lim b(r) = 0, such that

IS)UL — S1U2I3, < a®)|Uy — Uall3,. (4.2)

and

2 2 1 2 2
IS®Us = SWVally, < b1 = Valfy +et) sup. [ ) =],
5s€|0,1

4.3)
for any Uy, U; € B, where we have denoted
SOU; = Uj(t) = ! (1), wl (1), "), j=1,2.

e A global attractor for (H, S(t)) is a bounded closed set A C H which is fully
invariant and uniformly attracting, namely, S(¢).A = A for all # > 0, and

lim disty(S(¢)B, A) =0, for every bounded subset B C H.
t—+00

e A global minimal attractor for (H, S(t)) is a bounded closed set Apin C H which
is positively invariant (S(#)Amin € Amin) and attracts uniformly every point, that
is,

lim disty (S(t)Ug, Amin) =0, forany Uy € H,
f——+00
and Apiy has no proper subsets possessing these two properties.
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o The unstable manifold emanating from a set A/, denoted by M, (), is a set of H
such that for each Uy € M () there exists a full trajectory I' = {U(¢) | t € R}
satisfying

U@) =Up and lim disty(U(r), N)=0.
[—>—00

e The fractal dimension of a compact set A C H is defined by

. f . Inn(A, ¢)
dim}, A = lim sup —,
HA =R (/e

where 1 (A, &) is the minimal number of closed balls in H of radius & which covers
A. Itis very well-known that the Hausdorft dimension does not exceed the fractal
one ([24, Chap. 2]) so thatitis enough to achieve finiteness of the fractal dimension.

e A compact set Aexp C H is said to be a fractal exponential attractor of the
dynamical system (H, S(1)) if Aexp is a positively invariant set of finite fractal
dimension in H and for every bounded set B C ‘H there exist positive constants
tg, Cp and op such that

sup disty(S(t)Up, Aexp) < Cpe B0 ¢ > 1p.
UopeB

If there exists an exponential attractor only having finite dimension in some
extended space ‘H 2 'H, then this exponentially attracting set is called generalized
fractal exponential attractor.

On the light of the above concepts, we are now in position to state the main result
on long-time dyanmics as follows.

Theorem 4.1 Under the assumptions of Theorem 3.1, with the additionally hypotheses
2
pj < nt > ifn > 3in (3.5) and ag > 0 in (3.6), we have:
n—
I. The dynamical system (H, S(t)) given in (4.1) is quasi-stable on any bounded
positively invariant set B C 'H.

II. The dynamical system (H, S(t)) possesses a unique compact global attractor
A C 'H, which is characterized by the unstable manifold A = M (N), ema-
nating from the set N' = {(u, 0,0) € H; A%u —divF(Vu) = h} of stationary
solutions.

IIL. Every trajectory stabilizes to the set N, namely, for any U € H one has

lim disty(S@U,N) = 0.
t—+00

In particular, there exists a global minimal attractor Amin given by Amin = N.
IV. The above global minimal attractor Amin = N is nontrivial. In other words,
even if h = 0, the set N has at least two stationary solutions.

V. The attractor A has finite fractal and Hausdorff dimension dim{_[A.
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V1. Every trajectory I’ = {(u(t), u;(t), n') ; t € R} from the attractor A has the
smoothness property

(ur, use, my) € L= (R; H). “4.4)

Moreover, there exists a constant R > 0 such that

sup sup (Vi (113 + | 8w (013 + {3, ) = R2. .5)
FcAteR

VII. The dynamical system (H, S(t)) possesses a generalized fractal exponential
attractor Aexp with finite dimension in the extended space

H:= V] x Vo x Mj.

In addition, the fractal exponential attractor Aexp has finite fractal dimension
in a smaller extended space Hs, where

H=H'CH CcH''=H, 0<s<1.

VIIL. In the limit case ag = 0 and h = 0, the attractor A is trivial. More precisely,
A ={(0, 0, 0)} with exponential attraction

IS@Uolly = Ce™! (4.6)

for any initial data Uy lying in bounded sets B C H and some constants
C =C(B) > 0,c=c(B) > 0depending on B.

The proof of Theorem 4.1 shall be done later, in Sect.5.2, as a consequence of
several technical results along with abstract theory coming from dynamical systems.

5 Proofs
5.1 Technical Results

We start by defining the energy functional corresponding to the weak solution
(u, us, n) € H of problem (1.7)—(1.12) as

1 2 1 2 1 2 1 12
E(r) = Elluz(t)ll +§||Vuz(f)|| +§||Au(t)|| +§||77 1,
—i—/ f(Vu(t))dx—f hu(t)dx. 5.1
Q Q

Lemma 5.1 Under the above notations, there exist positive constants po > 0 and
K = K(|2], ||k]]) > O such that the energy E(t) satisfies

E@) = Bo(llus O + [Vu: )P + 1 Au@)|> + IIn I3y,) — K, 1=0. (5.2)
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Proof Let us denote
E®)=EN)+K,
where

_ 1
K=a0|9|+1—mllhllz~ (5.3)
(i)

From (3.6), (3.1) and Young’s inequality with o > 0 it follows that

[ reuanar = [ (a0 - aVuR) dx = —aoigl - £ jau P
Q Q A2
and

1
—/ hu(dx = — 21 Au@ P — —— k|2,
Q 4 Ao

Now, since «; € [0, A—z), then choosing o = 2 (% — ‘;—;) > (0 we have

E®O =~ (L =) 1au® 2 + 21O + 219012 + 2112
p— —_— — —_— u p— p— p—
SCACEEY o It g IVt 2 1M,
l l_ﬂ 2 2 2 2
=575 [Au@ 1 + a1 + [V D1 + 10" 15, ]

Therefore, (5.2) follows by taking Sy = % (% - ‘;f—;) > 0, which concludes the proof.
]

Lemma 5.2 Under the above notations, we have:

e there exists a strict Lyapunov functional ¢ for the dynamical system (H, S(t))
given in (4.1). In other words, (H, S(t)) is gradient;

e the Lyapunov functional ® is bounded from above on any bounded subset of H;

o the set p = {U € H; ®(U) < R} is bounded in 'H for every R > 0.

Proof Firstly, taking the multiplier u, with equation (1.7), integrating by parts, using
equation (1.8) and boundary conditions, and also condition (3.3), then the energy
E(t) = E(u(t), u;(t), n") setin (5.1) satisfies

o0

diE(t) = l/oog/(S)IlAnt(S)llzdS < —]if g@)lAn' ($)|?ds <0, >0,
t 2 Jo 2 Jo
5.4)

which implies that the mapping ¢ — E(t) is non-increasing. In this way, let us
take the functional & := FE and from notation introduced in (4.1) one reads that
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t — D (S(¢)Up) is non-increasing for every Uy = (ug, u1, no) € H. Moreover, from
(5.4) one gets

t o0
P (S(1)Uo) + g/ / g@)lAan'(s)|*dsdt < ®(Up), UpeM.  (55)
0 JO

Thus, supposing that ®(S(t)Upy) = ®(Up) for any ¢ > 0, yields
AR ()] =0 ae. t,s > 0.

from where we deduce that n’(s) = 0 for ¢, s > 0. Also, from Eq.(1.8) we conclude
oru(t) = 0fort > 0, and so u(t) = ug for all ¢+ > 0. Therefore, S(t)Uy = (ug, 0, 0)
is a stationary solution, that is, S(#)Uy = Up for all ¢+ > 0. This proves that ® is a
strict Lyapunov functional for the dynamical system (H, S(z)).

Additionally, from (5.5) we have ®(S(t)Uy) < ®(Up) and, therefore, it is trivial
to conclude that @ is bounded from above on bounded subsets of .

Finally, given any weak solution (u(?), u;(t), n') = S(t)Uy € H of problem (1.7)—
(1.12) such that ®(S(¢)Up) < R, then we infer from (5.2) that

1 _
NOI = %(R +K), t>0,

from where one concludes that @ is a bounded set of H for every R > 0. O

Lemma 5.3 Under the above notations, we have:

o The set N' = {(u, 0,0) € H; A%u — divF(Vu) = h} of stationary solutions to
problem (1.7)—(1.12) is bounded in 'H;
o In particular, ifag = 0in (3.6) and h = 0, then N' = {(0, 0, 0)} C H is trivial.

Proof Taking the multiplier u in the equation A% — divF (Vu) = h, and integrating
by parts, we have

lAu|? = —/ F(Vu)Vu dx +/ hudx. (5.6)
Q Q
Using condition (3.6) and also (3.1), we infer
— | F(Vu)Vudx < op|2| + — || Au||”.
Q A2
From Young’s inequality with o > 0 and again from (3.1), we deduce
1
/ hudx < 2| Aul? + — [|h|)*
Q 4 Ao

Going back to (5.6), we obtain

201

Qo 2 1 2
l———=]A < ag|R2] + — |7 5.7
( e 4)II ull” < apl |+/\19” l (5.7
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Taking o > 0 small enough, one concludes that A" is bounded.
In particular, for ag = 0 and 2 = 0, then (5.7) implies that u = 0 and N is trivial.
O

Lemma 5.4 Under the above notations, if ag > 0 in (3.6) and h = 0, then the set
No = {(@,0,0) € H; A%u — divF(Vu) = 0}

has a nontrivial weak solution u # 0. In conclusion, the set Ny (and therefore N') has
at least two stationary solutions.

Proof Since F(0) = 0, then obviously u = 0 is the trivial stationary solution of
problem A2u — divF(Vu) = 0. Let us deal with the case of nontrivial weak solution
for Ny.

To fix the idea, let us take the concrete case
F(i)=|zl92—Mzl"z, ¢>r>0, A>0, (5.8)

with proper ¢, r, A > 0. Therefore, F = V f, where f(z) = %Izlq+2 — HLZIZIHZ,
satisfy assumption (A2) with ag > 0 in (3.6). This will be clarified in Example A.3
later.

Now, let us consider the elliptic problem

u=Au=0 on 0€2, (5.9)

{ A%u — div (|Vu|9Vu — A|Vu|"Vu) = 0 in €,
where A > 0and 0 < r < g < % if n > 3. In what follows, we are going to
prove that there exists a nontrivial weak solution u € Vo, = H 2N HO1 () for
the particular problem (5.9) and, therefore, the same happens with the more general
problem as well.

We define the functional 7); whose Euler-Lagrange equation corresponds to (5.9).
In this case, Ip; : V2 — Ris given by

1 1 A
Iy (u) = —/ |Au|2dx+—/ |Vu|q+2dx——/ |Vu| *2dx.
2 Ja q+2Jq r+2Jq

We first claim that for all A > 0, I is coercive and bounded from below. Indeed,
since 0 < r < ¢, then from the embedding L? — L’ (with constant C > 0) we get

1 1 5 .
In ) = 51| Aul + mnwugiz - IVl
1
> SllAul? + Co, (5.10)

where

7:quZ .L.r+2
Co = inf —AC .
>0 g +2 r+2
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Thus, from (5.10) one sees that ) is clearly coercive and bounded from below. On
the other hand, by fixing 0 # u € V,, we note that there exists A9 > 0 such that
Iny(u) < 0. Then, for such g, by taking a minimizing sequence, i.e., a sequence
(uy) C V5 such that

Iim Iy (u,) = o :=inf Iy,
n—+00 1%

from the coerciveness it follows that (i, ) is bounded and then, up to a subsequence, that

u, —u. From the compactness of the embeddings of V; in WO1 ’q+2(§2) and WOI’H'Z(Q),
it follows that

o < Iy(u) < liminf Iy (u,) = «,
n—+o0

which this implies that # is a global minimizer and then a nontrivial critical point
of Iy;. Since critical points of Ij; correspond to weak solutions of (5.9), the result
follows. O

The next result will be crucial to reach the existence of a global attractor for the
dynamical system (H, S(¢)) and its properties as well. It provides an inequality usually
called stabilizability inequality that will be a key point for all achievements stated in
Theorem 4.1.

Proposition 5.5 (Stabilizability inequality) Under the above notations and assump-
tions of Theorem (4.1), let S(t)U' = (u' (t), ui (t), n"), t > 0, for eachi = 1,2, be
the weak solution of problem (1.7)—(1.12) with initial data U' lying in a bounded set
B C 'H. Then, there exist constants by > 0 and yp, Cp > 0 such that

1 202
ISOU' = SnHU3,
t
< boe 7 |IU" = U3, + Cp / eIV (ur — u2)($)|3,41ds,
0

(5.11)

foreveryt > 0.

Proof Let us first denote u = u' — u?> and n = n' — n?. Thus, the triplet

(), u; (1), n") = SOU' = S(t)U?, t > 0, is a solution for

o0
ure — Aug + Au +/ g()A%n(s)ds = divF(Vu') — divF(Vu?),  (5.12)
0
N +Ns = Uy, (5.13)
with initial conditions

@(0), us (0), %) = U' — U>. (5.14)
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The energy functional corresponding to system (5.12)—(5.13) is defined as

G(,)_l | Liv | lA(r>2 ! ()15 (5.15)
= IO + 51V O + S1Au®I + SOy, - .

Since the proof of (5.11) is not so short and technical, then we will work in some
steps as follows. Besides, in some large formulas we will omit the parameter ¢ for
convenience.

Step 1. Given € > 0, we claim that there exists a constant Cg > 0, depending on B
and € > 0, such that

1 o0
G'0) < eIV I + 5 /0 ()1 An(s)|Pds

+CVUOI3 41, J=12,...,n. (5.16)

Indeed, taking the multiplier u, in (5.12), using (5.13) and integration by parts, we get

1 o0
G'(1) = 5/0 g @llAn' (s)|*ds — /Q Vu, (1) (F(Vu' (1)) = F(Vu?(1))dx.
(5.17)

Applying (3.8) and using Holder and Young’s inequalities, we conclude for every
j=1,2,...,n, and for any € > 0, that

—/ Vu,(t) (F(Vu'(t)) — F(Vu?(1)))dx
<CIZ/ (1+IW I*+|Vu | )IVMIIVM,|dx

rj -1 pv*l

<C Z (IQIZ(”J“) + (V! || +1 + IVu? Iy, +1> IVullp;+1 11Vl
j=1

= CplIVullp;+1llVue|l

< €| Vu,|? +CBe||Vu|I,, +1- (5.18)
Thus (5.16) follows from (5.17) and (5.18).
Step 2. Let us define the functional
60 = [ (10) = duo))utwrar.
Q
Then, there exists a constant C; > 0 such that for every j = 1, 2, ..., n and for any

t >0,
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, 1 2,3 2,3 2
o) < —G(f)—zﬂAu(l)H +§||Mz(f)|| +§”Vut(t)”

o0
+C fo g An®)I1Pds + CpllVu@)|}, ;- (5.19)

In fact, taking the derivative of ¢ and using (5.12) we obtain

&' () = llucl® + I Vuel? = 1 Aull® — /Q Au(r) /0 g(s)An(s)dsdx

— / (F(Vu'(1)) — F(Vu? (1)) Vudx. (5.20)
Q
Holder and Young’s inequality with § > 0, gives

—~ / Au(r) / g()An(s)dsdx < 8| Aull> + —— | g1 Ans)|ds.
Q 0 45 Jo
(5.21)

Using the same estimate as in (5.18), we infer that for any § > 0,
— / (F(Vu' (1)) = F(Vu*(t)))Vudx < Cpl|Vullp,11]Vu|?
Q
< SlAul? + B vul? L, (5.22)
- 480 pjtlr
Replacing (5.21)—(5.22) in (5.20) and regarding (5.15), we have that for any § > 0,

, 1 2,3, 2,3 2
() < —G(t) — 5—25 | Aull +§||Mt|| +§||Vu,||

1 1=1\ [ 5 5
+<§+T>/O g@IAn)I7ds + CpllVully, 4y (5:23)

Taking § > 0 small enough so that % — 26 > %, then we obtain (5.19) with C; =

1, 11
5+ 5 .
Step 3. Let us define the functional

v(t) = —/ (ut(t) - AUI(t)) (/ g(s)n’(s)ds) dx.
Q 0

Then, there exists a positive constant C» such that for every j = 1,2, ..., n and for
any 81 > 0,

’ _é 2 _z 2 2
V() = = Zhollu O = ZhlVur O]7 + 81| Au@)]

o0
e /O gAY $)ds + CallVu)|;, 4. (5.24)
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In fact, taking the derivative of v (¢) and using (5.12), we have

00 o) 2
vl (1) =f Au(t)/ g(S)AUI(S)deX—I-/ (f g(S)Aﬂt(S)dS)
Q 0 Q 0

=1 =1

+ / (F(Vu') — F(Vi)) / ~ )V (s)dsdx
Q 0

=13

_/ (u; — Auz)/ g(s)nf(s)ds.
Q 0
=y

(5.25)

By using again Holder’s inequality and Young’s inequality with §; > 0, we infer

o]

1—-1
I < sillAul>+ —— | gs)IAns)]*ds,
481 Jo

L <l —l)/o g()1An(s)|1%ds,

and
o0
I = CalVulpon [ g6 1906l ds
0
CB 2 CB(I - l) o 2
< vt} o + L= [T sonaneilds.
Noting that

/0 g(s)ni(s)ds =f0 g (' ()ds + louy,

we can easily get for any ¢ > 0,

(5.26)

(5.27)

(5.28)

o0 o0
I = —lollusl® = ol Vits P — /Q s /0 ¢/ (s)n(s)ds — /Q Vu, /0 ¢(9)Vn(s)ds

3 3
< —Zzo||ut||2 - Zzouwtnz

1 (/ ,,/(‘S)ds) (/ /( )| ( )|2ds) d.x
lO Q 0 g (§)[n(s

1 (/ ’,/(S)d5> (/ /(S)|V ( )|2ds) d
lO Q 0 8 ns X

3 3 0 0 o0
< —L—Lzonu,n2 — Zlo||vuz||2 - (Q + &M g () IlAn(s)|1%ds.

loAq lorr
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Combining (5.26)—(5.29) with (5.25), we have the next estimate for any §; > 0

, 3 2 3 2 2 2
W(f)S—ZIOHMtH —ZZOHVMH + 01l|Aull” + Cgl|Vul|

pj+1

Lol gy Co0 D) [ :

+(481 A TS )/0 HOIINIOIRE
(lo?q * lo>»2>/() g ) Ans)lI°ds.

Now, taking into account (3.3), we finally obtain (5.24) with

1-1 1-1 Cp(1-=1) g0 g

Cy = .
2 481k + k 200k loA loAa

Step 4. Defining the Lyapunov perturbed functional £(¢) by
L) :=G@)+e19(t) + a2 (1), (5.30)

with €1, &2 > 0 to be determined later, then it holds that
1 3
EG(” <L) < EG(t), t>0, (5.31)

for 1 > 0 and ¢, > 0 small enough.
Indeed, by using Holder’s inequality and Young’s inequality with o > 0, one gets

1 1
IL(t) — G(1)| < &1 (gnutn2 + 4—||u||2> + e <g||wt||2 + —||W||2)
Y 4o

2 lo © 2
+ &2 | ollu:l] +4— g ns)|I~ds
Q Jo

l o0
e (Quwtn%ﬁ /O g(S)IIVn(S)IIZdS)

2 2 €1 €1 2
< o(er +&)lur||” + o(er + &) [ Vuy |” + (— + —) [ Au]l

doh1 4o
&2lp &20p ‘
+ (49)»1 +4Q)L2> 17" 1 M, -

Then there exists a constant ¢ = e(e1, &) > 0 such that
IL£(t) — G| < eG(1),
which implies (5.31) by taking €1 > 0 and ¢, > 0 sufficiently small.
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Step 5. Conclusion of the proof. Combining (5.16), (5.20) and (5.24), we have the
following estimate for every j = 1,2,...,n and forany t > 0, € > 0,

L'(t) = G'(t) +e19' (1) + e29' (1)

<0160 — (2%~ 26 ) juoP = (206, - 2 1V, (1)
= —€1 482 281 Uy 482 281 € Uy

1 1 Cie o0
— (&1 =812 ) AU + [ = = = — Cae2 / g ()| An(s)|%ds
4 2k 0

+CplVu@l} 41 (5.32)

At this point, we choose §; > 0 small enough such that §; < %0, which implies

&1 21

—_— > —.

481 ly
Then, for §; > 0 fixed, we pick up £; > 0 small enough such that (5.31) holds, and
further

1 C]S] 1 1 281

. lo
81<mm{E’TCQ}:>§ PO o

In addition, fixed numbers §; > 0 and &; > 0, we take &5 > 0 small enough so that
(5.31) holds, and also

281 . €1 1
— <& <mmiy-—,— 1,
l() 48] 8C2

which implies

3l 3 1 1 1
7082 — 56‘1 > 0, 4_181 — 818 > 0, 1 Creny > 3

At last, we take € > 0 small enough so that

3loe 38 0
—& — —g1—€ > 0.
n 2 561

In light of above estimates, we deduce from (5.32) and then (5.31) that there exists a
constant o > 0 such that

L'(0) < =20L0) + CoIVu®Il} 41,

which gives us

t
L(1) < L(O0)e™ " +Cp / e Vu(s)|3, 4 ds.
0
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Using again (5.31), we get
t
G (1) < 3G(0)e 2" + CB/ 6_2”00_5)||Vu(s)||§)j+1ds, (5.33)
0 :

and recalling that
2G@t) = (), u; (1), PHIIF; = ISOU' = SOU|3,, t >0,

then (5.11) follows by renaming the constants in (5.33). Hence, the proof of Proposition
5.5 is complete. O

By virtue of the above technical results we have gathered the tools to prove our
main result as follows.

5.2 Proof of Theorem 4.1: Completion

Proof of Theorem 4.1 — item 1. We must show that the dynamical system (H, S(¢))
defined in (4.1) satisfy the properties (4.2) and (4.3). To do so, we first consider
a bounded positively invariant set B C H with respect to S(¢), denote S(1)U’ =
' (1), ul(t), n"*") for U € B, i=1,2, andsetu = u' — u?, as before.

Firstly, from (3.12) in Theorem 3.1-(iii) we see that (4.2) follows promptly with
a(t) = e“8' > 0, for some constant cg > 0 depending on B, which is locally bounded
in [0, 00).

Secondly, to conclude (4.3), we consider the seminorm

nxW) = Vulp,41, X :=WPi(Q), j=1,...,n.
From assumptions of Theorem 4.1, the embedding V>, = H 2@) N HO1 (Q) — X
is compact, and so nx(-) is a compact seminorm on X. In addition, from (5.11) in

Proposition 5.5 it follows that

ISOU" = SOU 3, < bOIIU" — U3, + c(t) sup [nx (u(s))1%,
<s<t

with

t
b(t) = boe "B' and c(t):CB/ e VBUgs 1> 0.
0

C
It is easy to verify that: b € L (R™), tlim b(t) =0and coo = sup c(t) < =5 - .
—00

teR+ VB
Therefore, condition (4.3) also holds true as desired, which concludes the proof that
(H, S(t)) is quasi-stable on any bounded positively invariant set in . O

Proof of Theorem 4.1 — item I1. Applying Theorem 4.1-I and Proposition 7.9.4 in [9],
then (H, S(¢)) is asymptotically smooth. Thus, combining Lemmas 5.2 and 5.3 with
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Corollary 7.5.7 in [9], we conclude that (H, S(¢)) has a compact global attractor given

Proof of Theorem 4.1 — items III and IV. It is an immediate consequence of Theorem
4.1-II and Theorem 7.5.10 in [9], and also Lemma 5.4. O

Proof of Theorem 4.1 — items V and VI. From the above, (H, S(¢)) is quasi-stable on
the attractor A. Thus, as a consequence of Theorem 7.9.6 in [9], it follows that A
has finite fractal dimension dim{_lA. Besides, since condition (4.3) holds with ¢ =

sup c¢(t) < oo, then the smoothness (4.4)—(4.5) can be achieved by using Theorem
teRT

7.9.8 in [9]. O

Proof of Theorem 4.1 — item VIIL. Let us take B = {U € H; ®U) < R} for any
given R > 0, where ® = FE is the strict Lyapunov functional for the dynami-
cal system (H, S(¢)). For R sufficiently large it is possible to conclude that B is a
positively invariant bounded absorbing set and then (H, S(¢)) is a dissipative dynam-
ical system. Moreover, from Theorem 4.1-1 (H, S(#)) is quasi-stable on 5. Given
Uop = (ug, u1,no) € B, from (3.11) in Theorem 3.1, and also from equations (1.7)—
(1.8), along with (1.12), we infer

(ul‘a U, nt) € L[o(?L(R+7 ﬁ)a 7’:2 = V] X VO X Ml

From this and following analogous arguments as presented in [5,34], one can prove
that the mapping

t— S(t)Uyp=U(t), forany U € B,

is Holder continuous in H with exponent 6 = 1. Hence, from Theorem 7.9.9 in [9]
the dynamical system (7, S(t)) has a generalized fractal exponential attractor Aexp
with finite dimension in the extended space . The remaining conclusion follows after
applying interpolation theorem, which can be done again as in [5,34]. See also [27,
Theorem 2.3]. ]

Proof of Theorem 4.1 — item VIII. For ag = 0 and i = 0, it follows from (5.2)—(5.3)
in Lemma 5.1 that

IS Uoll3, < éEm, t>0, (5.34)

for any solution S(#)Uy = (u(t), u,(t),n") corresponding to initial data Uy =
(uo, u1, no). In addition, by following the same arguments as in the proof of Propo-
sition 5.5 (or else the proof, as a especial case with exponential kernels, of Theorem
2.8 in [28]), one can prove that the energy E(¢) set in (5.1)—neglecting h—satisfies
the following estimate

E(t) < Coe™ ™, t>0, (5.35)
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for some constants Cyp, co > 0 depending on initial data Uy. Therefore, for Uy € B
with B C 'H being a bounded set, we conclude from (5.34)—(5.35) that (4.6) holds true
by rearranging the constants. Finally, from (4.6), Lemma 5.3 and Theorem 4.1-II, we
conclude that A is trivial in the limit situation «g = 0 along with null function 2 = 0.

Hence, the proof of Theorem 4.1 is complete. O

Appendix: Examples for F

We finish this work by giving some examples of C!-vector fields F : R" — R”
satisfying Assumption (A2), or else, more generally that:

(a) There exist positive constants k1, ..., k, and g1, . . ., g, such that
IVF;@| <kj(+z|%), ¥V zeR", ¥ j=1,...,n. (A.1)
(b) F =V f with f:R" — R so that
—ap—a1lz” < f(2) < F@z +awlzl?, VzeR", (A.2)

for some nonnegative constants ag, aj, az > 0.

We remark that it is important to consider at least one example such that (A.2) holds
true with ag > 0, by differing of the examples presented in [28, Sect. 4.2]. For the sake
of completeness, we also provide an example where ap = 0. Also, since condition
(A.1) is only technical, we shall omit comments on it in the next examples.

Example A.1 (Example 4.11 in [28]) Let us first consider

F(z) =z1%2, F=Vf with f(z) = 121972, ¢ > 0.

q+2

Then, condition (A.2) is readily verified for any a;, a; > 0 and ag = 0. In this case,
the vector field generates the p-Laplacian operator

divF (Vu) = div (|Vul?Vu),
with power p = 2¢g + 1 that must satisfy condition (3.5).

Example A.2 (Example4.12in[28]) Let F = V f be aconservative vector field, where

K

P 2Izlquz + 12,

f@) =

withg > 0,« > 0,and 7 = (11, ..., ) € R". Thus, condition (A.2) is fulfilled with

2
ap = %,al = %,andany ar > 0.
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Example A.3 Let us take F(z) = |z|92 — Alz|"z, ¢ > r > 0,A > 0. Then, F = V f,
where

2o = A,

f(Z):q—i-Z r+2

Let us verify (A.2). We first check that there exist ap, a; > 0 such that
2 n
—ap —ailz|” < f(z), VzeR"

In fact, for a fixed a; > 0, it is enough to choose @y > 0 such that

ap > — min

tq+2 )\‘tr+2
>0 {

2
- -t
q+2 r+2+a1 }

To the second inequality in (A.2), it is enough to choose a; > 0 such that

1 1
ap>max [ —— —1)t7 -2 — 1)},
>0 qg+2 r+2

Note that since (ﬁ — 1) < 0and r < ¢, such maximum there exists. In this case,
the vector field generates the g, r-Laplacian operator provided in the elliptic problem
(5.9).
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